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A non-linear symmetry-preserving observer for velocity-aided inertial
navigation

Silvere Bonnabel, Philippe Martin and Pierre Rouchon

Abstract— A first theory of invariant observers is developed.
An invariant observer is an observer which respects the
symmetries of the system equations. As an illustration of the
theory, a nonlinear invariant observer for velocity-aided inertial
navigation is proposed and analyzed.

The operation of an aircraft, whether manual, computer-
assisted or fully automatic, requires a good knowledge of (at
least) its velocity vector and orientation. In low-cost systems
navigation systems, the (relatively) inaccurate gyroscopes
and accelerometers are “aided” by velocity measurements
(given by an air-data system or a Doppler radar). The various
measurements are then “merged” according to the (flat-Earth)
motion equations of the aircraft, usually by a gain-scheduled
observer (or in a more sophisticated way by an extended
Kalman filter). The convergence analysis, hence the tuning,
of such an observer is far from easy.

In this paper, we propose as an alternative a simple
nonlinear observer. It is designed so as to respect the natural
symmetries of the motion equations, which are derived from
galilean invariance. It has a strong differential geometric
structure, which yields a local convergence property around
any trajectory of the aircraft. Symmetries have been used in
control theory for feedback design and optimal control, see
for instance [3], [4], [8], [9], [5], [10] but seemingly much
less for observer design [2], [1]. This paper also proposes a
theory for invariant observers extending the ideas and results
of [1]; it can be seen as the counterpart for observer design
of [5] for invariant tracking controller design.

The paper is organized as follows: the velocity-aided
inertial navigation problem is precisely stated in section I;
in section II the nonlinear invariant observer is described
and analyzed; section III is devoted to a general theory of
invariant pre-observers; this theory is used in section IV to
derive the observer of section II.

I. VELOCITY-AIDED INERTIAL NAVIGATION

A. Motion equations
The motion of a flying rigid body (assuming the Earth is

flat and defines an inertial frame) is described by

q̇ =
1
2

q∗!ω

!̇v =!v×!ω +q−1 ∗!g∗q+!a,

where q is the quaternion representing the orientation of the
body-fixed frame with respect to the Earth-fixed frame, !ω is
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the instantaneous angular velocity vector, !v is the velocity
vector of the center of mass with respect to a body-fixed
frame, !g is the (constant) gravity vector, !a is the specific
acceleration vector, and represents here the aerodynamics
forces divided by the body mass.

The first equation describes the kinematics of the body,
the second is Newton’s force law. It is customary to use
quaternions (also called Euler 4-parameters) instead of Euler
angles since they provide a global parametrization of the
body orientation, and are well-suited for calculations and
computer simulations.

One can briefly recall a quaternion p can be thought of as
a scalar p0 ∈ R together with a vector !p ∈ R3, p =

(
p0,!p

)
.

The quaternion product ∗ then reads

p∗q :=
(

p0q0 −!p ·!q
p0!q+q0!p+!p×!q

)
.

Thus any vector !p ∈ R3 can be seen as the quaternion
p :=

(
0,!p

)
. Moreover, to any quaternion q with unit norm

is associated a rotation matrix Rq ∈ SO(3) by the following
relation: q−1 ∗!p∗q = Rq ·!p for all !p.

B. Velocity-aided inertial navigation
The operation of an aircraft, whether manual, computer-

assisted or fully automatic, requires a good knowledge of (at
least) its velocity vector and orientation. In “true” inertial
navigation systems, very accurate –and very expensive– gy-
roscopes and accelerometers are used to measure the angular
velocity vector !ω and the specific acceleration !a. In low-cost
systems “strap-down” systems, the measurements (in body-
fixed axes) of !ω and !a by (rather) cheap gyroscopes and
accelerometers are complemented by the measurement (also
in body-fixed axes) of the velocity vector !v by an air-data
system or a Doppler radar. To make the most of these sensors,
the various measurements must be appropriately “merged”
according to the motion equations. This is usually done by
a gain-scheduled observer (or by an extended Kalman filter)
of the form

˙̂q =
1
2

q̂∗!ω −Lq(q̂, v̂,!a, !ω) · (!̂v−!v)

˙̂!v = !̂v×!ω + q̂−1 ∗!g∗ q̂+!a−L!v(q̂, v̂,!a, !ω) · (!̂v−!v).

The matrix function gains Lq and L!v must be properly tuned
to ensure the convergence of (q̂,!̂v) to (q,!v), which is not an
easy task, even locally around a slowly-varying trajectory of
the aircraft.

Notice that without an extra sensor there is one non-
observable degree of freedom: indeed, it is readily seen that

Proceedings of the 2006 American Control Conference
Minneapolis, Minnesota, USA, June 14-16, 2006

ThB03.6

1-4244-0210-7/06/$20.00 ©2006 IEEE 2910



only !v and q−1 ∗!v∗q can be recovered from the knowledge
of!v, !ω,!a and their derivatives, hence q can be known only up
to a rotation around !g. The extra (usually magnetic) sensor
must be combined with the other sensors, which we do not
address here for the sake of simplicity.

C. Invariance of the motion equations

The motion equations of a rigid body have a very specific
geometry: they remain the same after performing any con-
stant rotation of the body-fixed axes and any constant rotation
around !g. To see this, consider the (invertible) transformation





Q
!V
!A
!Ω



 :=





p∗q∗ r
r−1 ∗!v∗ r
r−1 ∗!a∗ r
r−1 ∗!ω ∗ r



 , (1)

where p is a quaternion such that p−1 ∗!g ∗ p =!g, and r is
any quaternion. The transformed system reads

Q̇ = p∗ q̇∗ r

=
1
2

p∗q∗ r ∗ r−1 ∗!ω ∗ r =
1
2

Q∗!Ω

!̇V = r−1 ∗!̇v∗ r
= r−1 ∗ (!v×!ω)∗ r + r−1 ∗q−1 ∗!g∗q∗ r + r−1 ∗!a∗ r

= (r−1 ∗!v∗ r)× (r−1 ∗!ω ∗ r)+(p∗q∗ r)−1 ∗!g∗ p∗q∗ r +!A

=!V ×!Ω+Q−1 ∗!g∗Q+!A,

and is the same as the original one. In other words, the
system is invariant by the transformation.

II. A NONLINEAR INVARIANT OBSERVER

A gain-scheduled observers (or more generally an ex-
tended Kalman filter) is very “linear” by design: its cor-
rective terms are linear combinations of the “linear” output
error !̂v−!v with arbitrary function coefficients, irrespective of
the system geometry. This may account for the difficulty of
analyzing its convergence. The following observer, geomet-
rically much more “natural” will yield a very simple error
system, hence convergence analysis.

A. The observer

Consider the observer

˙̂q =
1
2

q̂∗!ω − q̂∗
[
l1∆!v+ l2∆!v× !̂G+ l3

(
∆!v · !̂G

)
!̂G

]

˙̂!v = !̂v×!ω + !̂G+!a−
[
l4∆!v+ l5∆!v× !̂G+ l6

(
∆!v · !̂G

)
!̂G

]
,

where l1, . . . , l6 are constant gains yet to be chosen and ∆!v :=
!̂v−!v and G := q̂−1 ∗!g∗ q̂. It can be seen as a gain-scheduled
observer with geometry-preserving function gains. Indeed,
consider the transformation (1) with Q̂ = p ∗ q̂ ∗ r and !̂V =
r−1∗!̂v∗r. In the capital-size variables, the observer dynamics

reads

˙̂Q = p∗ 1
2

q̂∗!ω ∗ r− p∗ q̂∗
[
l1∆!v+ l2∆!v×!̂g+ l3

(
∆!v · !̂G

)
!̂G

]
∗ r

= p∗ 1
2

q̂∗ r ∗ r−1 ∗!ω ∗ r

− p∗ q̂∗ r ∗ [l1r−1 ∗∆!v∗ r + l2(r−1 ∗∆!v∗ r)× (r−1 ∗!̂g∗ r)

+ l3
(
(r−1 ∗∆!v∗ r) · (r−1 ∗ !̂G∗ r

)
)r−1 ∗ !̂G∗ r]

=
1
2

Q̂∗!Ω− Q̂∗
[
l1∆!V + l2∆!V × !̂G+ l3

(
∆!V · !̂G

)
!̂G

]

A similar computation gives

˙̂!V = r−1 ∗ ˙̂!v∗ r

= !̂V ×!Ω+ !̂G+!A−
[
l4∆!V + l5∆!V × !̂G+ l6

(
∆!V · !̂G

)
!̂G

]

The differential equations of Q̂ and !̂V remain identical to the
ones of q̂ and !̂v.

B. The error system

Instead of considering the “linear” errors ∆q := q̂ − q
and ∆!v, it will turn out to be much simpler to consider the
(equivalent) errors

eq := ∆q∗q−1

e!v := q∗∆!v∗q−1;

eq is then the orientation error brought back around horizon-
tal, and e!v is the velocity error brought back in Earth-fixed
axes. Setting

OBSq := l1∆!v+ l2∆!v× !̂G+ l3
(
∆!v · !̂G

)
!̂G

OBS!v := l4∆!v+ l5∆!v× !̂G+ l6
(
∆!v · !̂G

)
!̂G,

we then find

ėq := ∆q̇∗q−1 +∆q∗
(
−q−1 ∗ q̇∗q−1)

=
(

1
2

∆q∗!ω − q̂∗OBSq −
1
2

∆q∗!ω
)
∗q−1

= −q̂∗OBSq ∗q−1

ė!v := q̇∗∆!v∗q−1 −q∗∆!v∗q−1 ∗ q̇∗q−1 +q∗∆!̇v∗q−1

= q∗ !̂G∗q−1 −!g−q∗OBS!v ∗q−1,

where

!̂g := q∗ !̂G∗q−1 = q∗ q̂−1∗!g∗ q̂∗q−1 = (1+eq)−1∗!g∗(1+eq).

After computing the various terms in OBSq and OBS!v,

q∗
(
∆!v× !̂G

)
∗q−1 =

(
q∗∆!v∗q−1)×

(
q∗ !̂G∗q−1)

= e!v ×!̂g

q∗
(
∆!v · !̂G

)
!̂G∗q−1 = (e!v ·!̂g)!̂g

q̂∗
(
∆!v× !̂G

)
∗q−1 = (1+ eq)∗

(
e!v ×!̂g

)

q̂∗
(
∆!v · !̂G

)
!̂G∗q−1 = (1+ eq)∗ (e!v ·!̂g)!̂g,
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the error system eventually reads

ėq = −(1+ eq)∗
[
l1e!v + l2e!v ×!̂g+ l3(e!v · ĝ)ĝ

]

ė!v = !̂g−!g−
[
l4e!v + l5e!v ×!̂g+ l6(e!v ·!̂g)!̂g

]
,

with !̂g = (1+ eq)−1 ∗!g∗ (1+ eq).
A remarkable feature of the observer –very reminiscent of

linear system theory– is that the resulting error system does
not depend on (q,!v,!a, !ω), as should be the case in general. In
other words the observer has the same convergence whatever
the trajectory of the flying body. This property makes the
tuning of the observer gains very easy.

C. Convergence of the linearized error system
In this paper we will not analyze the stability of the

nonlinear error system, but we will study the linearized error
system around the equilibrium point (ē!v, ēq) := (0,0). This
linearized error system is readily seen to be

δ ėq = − [l1δe!v + l2δe!v ×!g+ l3(δe!v ·!g)!g]
δ ė!v = 2!g× eq − [l4δe!v + l5e!v ×!g+ l6(δe!v ·!g)!g] ,

where we have used δ!̂g = −δeq ∗!g+!g∗δeq = 2!g× eq.
In (Earth-fixed) coordinates, let

δeq :=





δe0
q

−δe1
q

δe2
q

δe3
q



 , δe!v :=




δe1

!v
δe2

!v
δe3

!v



 and !g =




0
0
g



 ,

and the error system breaks into four decoupled subsystems:
the horizontal subsystem





δ ė1
!v

δ ė2
q

δ ė2
!v

δ ė1
q



 =





−l4 −2g −gl5 0
gl2 0 −l1 0
gl5 0 −l4 −2g
l1 0 gl2 0









δe1
!v

δe2
q

δe2
!v

δe1
q





the vertical subsystem

δ ė3
!v = −(l4 +g2l6)δ ė3

!v

the heading subsystem, δ ė3
q = −(l1 + g2l3)δ ė3

!v , which is
unobservable, and the quaternion norm subsystem, δ ė0

q = 0.
The heading subsystem corresponds to the unobservable

part (rotations around !g) and cannot be made convergent
without an extra (e.g. magnetic) sensor.

The eigenvalue of the vertical subsystem can be freely
assigned thanks to the gain l6.

The four gains l1, l2, l4, l5 are used to assign the four of the
longitudinal eigenvalues. They can be assigned completely
freely because of the subsystem structure.

III. ON INVARIANT OBSERVERS

A. Invariant systems and compatible outputs
Definition 1: Let G be a Lie Group with identity e and Σ

an open set (or more generally a manifold). A transformation
group (φg)g∈G on Σ is a smooth map

(g,ξ ) ∈ G×Σ %→ φg(ξ ) ∈ Σ

such that:
• φe(ξ ) = ξ for all ξ
• φg2

(
φg1(ξ )

)
= φg2g1(ξ ) for all g1,g2,ξ .

Notice φg is by construction a diffeomorphism on Σ
for all g. The transformation group is local if φg(ξ ) is
defined only when g lies sufficiently near e. In this case the
transformation law φg2

(
φg1(ξ )

)
= φg2g1(ξ ) is imposed only

when it makes sense. All the results of the paper being local,
since based on constant rank assumptions, we consider in the
sequel only local transformation groups acting on open sets.
When we say “for all g” we thus mean “for all g sufficiently
near the identity e of G”; in the same way “for all ξ ” usually
means “for all generic ξ in Σ”. We use these shortcuts in
order to improve readability.

Consider now the smooth output system

ẋ = f (x,u) y = h(x,u) (2)

where x belongs to an open subset X ⊂ Rn, u to an open
subset U ⊂ Rm and y to an open subset Y ⊂ Rp, p ≤ n.

We assume the signals u(t),y(t) known (y is measured,
and u is measured or known as a control input).

Consider also the local group of transformations on X ×
U defined by

(X ,U) =
(
ϕg(x),ψg(x,u)

)
,

where ϕg is a local diffeomorphism and ψg is invertible with
respect to u for all x (which can be seen as a coordinate
change and regular static state feedback).

Definition 2: The system ẋ = f (x,u) is G-invariant if
f
(
ϕg(x),ψg(x,u)

)
= Dϕg(x) · f (x,u) for all g,x,u.

The property also reads Ẋ = f (X ,U), i.e., the system is left
unchanged by the transformation.

Definition 3: The output y = h(x,u) is G-compatible if
there exists a transformation group (ρg)g∈G on Y such that
h
(
ϕg(x),ψg(x,u)

)
= ρg

(
h(x,u)

)
for all g,x,u.

With (X ,U) =
(
ϕg(x),ψg(x,u)

)
and Y = ρg(y), the definition

means Y = h(X ,U).

B. Invariant pre-observers
Definition 4 (pre-observer): The system ˙̂x = F(x̂,u,y)
is a pre-observer of (2) if for all x,u

F
(
x,u,h(x)

)
= f (x,u).

This means every trajectory of the system is a trajectory
of the pre-observer (the converse is false!); in other words
x̂(0) = x(0) implies x̂(t) = x(t) for all t ≥ 0.

Notice the definition says nothing about convergence; if
moreover x̂(t) → x(t) as t → +∞ for every (close) initial
conditions, we say the pre-observer is asymptotic.

Example 1: the (linear) system

˙̂x = F(x̂,u,y) := Ax̂+Bu−L(Cx̂+Du− y)

is a pre-observer of the linear system

ẋ = Ax+Bu y = Cx+Du

since F(x,u,Cx+Du) = Ax+Bu; it is an asymptotic observer
when all the eigenvalues of A−LC have negative real part.

2912



Definition 5: The pre-observer ˙̂x = F(x̂,u,y) is G-
invariant if for all g, x̂,u,y,

F
(
ϕg(x̂),ψg(x̂,u),ρg(y)

)
= Dϕg(x̂) ·F(x̂,u,y).

The property also reads ˙̂X = F(X̂ ,U,Y ), i.e., the system is
left unchanged by the transformation.

C. Characterization of invariant pre-observers
In general the “usual” output error ŷ−y = h(x̂,u)−y does

not preserve the system geometry, hence will not yield an
invariant pre-observer. The key idea to build an invariant
pre-observer is to use an invariant output error.

Definition 6: The smooth map (x̂,u,y) %→ E(x̂,u,y) ∈ Rp

is an invariant output error if
• the map y %→ E(x̂,u,y) is invertible for all x̂,u
• E

(
x̂,u,h(x̂,u)

)
= 0 for all x̂,u

• E
(
ϕg(x̂),ψg(x̂,u),ρg(y)

)
= E(x̂,u,y) for all x̂,u,y

The first and second properties mean E is an “output error”,
i.e. it is zero if and only if h(x̂,u) = y; the third property,
which also reads E(X̂ ,U,Y ) = E(x̂,u,y), defines invariance.

The following theorem ensures the existence of a (local)
invariant output error. The proof is constructive and relies on
the Cartan moving frame method.

Theorem 1: Let r be the dimension of the group G. Then
• there is an invariant output error (x̂,u,y) %→ E(x̂,u,y)
• there is a full-rank invariant map (x̂,u) %→ I(x̂,u) ∈

Rn+m−r (i.e. a complete set of invariants)
• every other invariant output error reads

Ẽ(x̂,u,y) = L
(
I(x̂,u),E(x̂,u,y)

)
.

Proof: The result is an application of the moving
frame method. We follow the nice presentation of [7, the-
orem 8.25]). Consider the transformation group (φg)g∈G
on Σ ⊂ Rs and assume ∂gφg has full rank r := dimG at the
point (e,ξ 0)∈ G×Σ. We can then split φg into (φ a

g ,φ b
g ) with

respectively r and s− r components so that φ a
g is invertible

with respect to g around (e,ξ 0). The normalization equations
are obtained by setting

φ a
g (ξ ) = c,

with c a constant in the range of φ . The implicit function
theorem ensures the existence of the local solution g = γ(ξ )
(the map γ : Σ → G is known as the moving frame). Finally,
we get a complete set J of s− r functionally independent
invariants by plugging g = γ(ξ ) into the remaining compo-
nents,

J(ξ ) := φ b
γ(ξ )(ξ ).

The invariance property means J
(
φg(ξ )

)
= J(ξ ) for all g,ξ .

In our case Σ = X ×U ×Y , and φg is the composite
transformation

φg(x̂,u,y) :=
(
ϕg(x̂),ψg(x̂,u),ρg(y)

)
.

Locally, we can split (x̂,u) %→
(
ϕg(x̂),ψg(x̂,u)

)
into(

ϕa
g (x̂),ψa

g (x̂,u)
)
∈ Rr, which is invertible with respect to g,

and the remaining part
(
ϕb

g (x̂),ψb
g (x̂,u)

)
∈ Rn+m−r. The r

normalization equations
(
ϕa

g (x̂),ψa
g (x̂,u)

)
= c

can then be solved into g = γ(x̂,u), and plugged into the
remaining equations to yield the complete set of n+m+ p−r
functionally independent invariants

I(x̂,u) :=
(
ϕb

γ(x̂,u)(x̂,u),ψb
γ(x̂,u)(x̂,u)

)

Jh(x̂,u,y) := ρ̄γ(x̂,u)(y).

An invariant output error is then given by

E(x̂,u,y) := Jh
(
x̂,u,h(x̂,u)

)
− Jh(x̂,u,y).

Actually, every invariant output error Ẽ must have the form

Ẽ(x̂,u,y) = F
(
I(x̂,u),Jh(x̂,u,y)

)

= F
(
I(x̂,u),Jh

(
x̂,u,h(x̂,u)

)
−E(x̂,u,y)

)

= L
(
I(x̂,u),E(x̂,u,y),

)

since Jh
(
x̂,u,h(x̂,u)

)
, which is by construction invariant,

must be a function of I(x̂,u).
Corollary 1: ˙̂x = F(x̂,u,y) is a G-invariant pre-observer if

and only if

F(x̂,u,y) = f (x̂,u)+
n

∑
i=1

Li
(
I(x̂,u),E(x̂,u,y)

)
wi(x̂),

where the Li’s are smooth functions such that for all x̂
Li

(
I(x̂),0

)
= 0, and the wi’s are point-wise independent

invariant vector fields.
Notice once again the corollary says nothing about conver-
gence.

Proof: We first follow [6], theorem 2.84, to build an
invariant frame w1,. . . , wn: we apply once again the moving
frame method, with Σ := X and φg := ϕg. Locally, we can
split ϕg(x) into ϕa

g (x) ∈ Rr, which is invertible with respect
to g, and the remaining part ϕb

g (x) ∈ Rn−r. The r normaliza-
tion equations ϕa

g (x) = c can then be solved into g = γ(x)
(and when plugged into the remaining equations, yield a
complete set of n− r functionally independent invariants).
The vector fields defined by

wi(x) :=
(
Dϕγ(x)(x)

)−1 · ∂
∂xi

, i = 1, . . . ,n,

where ( ∂
∂x1

, ..., ∂
∂xn

) is the canonical frame, form the desired
invariant frame. Indeed, they are clearly point-wise linearly
independent. Each wi is invariant because for any group
element b and x we have by construction

wi(ϕb(x)) = (Dϕγ(ϕb(x))(ϕb(x)))−1 · ∂
∂xi

(Dϕb(x))−1 ·wi(ϕb(x)) = [Dϕγ(ϕb(x))(ϕb(x))Dϕb(x)]−1 · ∂
∂xi

the group structure implies the two following equalities

ϕγ(ϕb(x))(ϕb(x)) = ϕγ(ϕb(x))·b(x)
Dϕγ(ϕb(x))(ϕb(x))Dϕb(x) = Dϕγ(ϕb(x))·b(x)

where · corresponds to the composition law on G. Since
γϕb(x)·b ≡ γ(x), we have

(Dϕb(x))−1 ·wi(ϕb(x)) = (Dϕγ(x)(x))−1 · ∂
∂xi

= wi(x)

2913



We then go on with the proof of the corollary. The vector
field F in the corollary clearly is an pre-observer. Indeed,

F
(
x,u,h(x)

)
= f (x,u)+

n

∑
i=1

Li

(
I(x̂),E

(
x,u,h(x)

))
wi(x̂)

= f (x,u)+
n

∑
i=1

Li
(
I(x̂),0

)
wi(x̂) = f (x,u)

By construction, it is invariant.
Conversely, assume ˙̂x = F(x̂,u,y) is a G-invariant pre-

observer. It can be decomposed on the point-wise indepen-
dent wi’s as

F(x̂,u,y) =
n

∑
i=1

Fi(x̂,u,y)wi(x̂),

where the Fi’s are smooth functions. Since it is an pre-
observer,

f (x,u) = F
(
x,u,h(x,u)

)
=

n

∑
i=1

Fi
(
x,u,h(x,u)

)
wi(x).

Since it is a G-invariant pre-observer and the wi’s are
invariant,

n

∑
i=1

Fi
(
ϕg(x̂),ψg(x̂,u),ρg(y)

)
wi

(
ϕg(x̂)

)

= Dϕg(x̂) ·
n

∑
i=1

Fi(x̂,u,y)wi(x̂)

=
n

∑
i=1

Fi(x̂,u,y)wi
(
ϕg(x̂)

)
,

hence

Fi
(
ϕg(x̂),ψg(x̂,u),ρg(y)

)
= Fi(x̂,u,y), i = 1, . . .n.

Therefore,

F(x̂,u,y) = f (x̂,u)+
[
F(x̂,u,y)− f (x̂,u)

]

= f (x̂,u)+
n

∑
i=1

[
Fi(x̂,u,y)−Fi

(
x̂,u,h(x̂,u)

)]
wi(x̂).

The functions Fi(x̂,u,y) − Fi
(
x̂,u,h(x̂,u)

)
clearly are the

components of an invariant output error; hence by theorem 1,
Fi(x̂,u,y)−Fi

(
x̂,u,h(x̂,u)

)
= Li

(
I(x̂,u),E(x̂,u,y)

)
.

IV. DERIVE OUR OBSERVER FROM GENERAL THEORY

We now show how the observer in section II can be derived
from the theory developed in section III.

A. The transformation group
In this case G is the 4-dimensional group S1×SO(3). The

map

φ(p,r)





q
!v
!a
!ω



 =





p∗q∗ r
r−1 ∗!v∗ r
r−1 ∗!a∗ r
r−1 ∗!ω ∗ r





defines a transformation group on the manifold X ×U :=(
SO(3)×R3)×

(
R3 ×R3).

B. The invariant frame and errors
The theory does not fully apply to the example developed

in section 1, since it requires the group action to be free,
which is the case if !v and the gravity vector !G are indepen-
dent. Then the 6 invariant vector fields are

(
q̂∗!̂v

0

)
,

(
q̂∗ !̂G

0

)
,

(
q̂∗ (!̂v× !̂G)

0

)

and (
0
!̂v

)
,

( 0
!̂G

)
,

( 0
!̂v× !̂G

)
.

A complete set of scalar invariant errors (I!v, I!G, I×) is simply
obtained by the coordinates in the frame (!̂v, !̂G,!̂v× !̂G) of !̂v−!v:

!̂v−!v = I!v !̂v+ I!G !̂G+ I× !̂v× !̂G.

We can construct an invariant observer with at least 18
independent gain.

V. CONCLUSION

We have proposed a systematic method to design pre-
observers preserving the symmetries of the original system
under basic regularity condition relative to the action of
symmetries-group on the state-space. We do not have up
to now similar systematic procedures to tackle convergence
and singularity of the group action on the state-space.
Nevertheless, the velocity-aided inertial navigation problems
illustrates that invariance can be a useful guide for the design
of asymptotic nonlinear observers.
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