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Abstract In the present study, a finite element model has been formulated to simulate the hot forging stage in powder metallurgy manufacturing route. The compacted material is assumed to obey a purely viscoplastic compressible flow rule. A three-field formulation (velocity, volumetric strain rate and pressure) has been developed. The associated three-dimensional finite element discretization is detailed. In order to take advantage of an automatic remeshing procedure for linear tetrahedra, the compatible P1+/P1/P1 element is used (4-node element plus additional degrees of freedom and bubble interpolation for velocity). The complete model includes thermomechanical coupling and friction. The formulation is validated versus an analytic solution of uniaxial free compaction and applied to the hot forging of an automotive connecting rod preform.
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1 INTRODUCTION

Compaction of powdered materials has experienced great development in many industries for production of various parts. The reasons for manufacturing a product from powder are either economic or technical. They can be divided into three classes: ability to elaborate materials which are difficult or even impossible to melt; achievement of particular structures or properties (porosity, fine grains, isotropy, purity); simplification of manufacturing routes, providing near net shape components and raw material savings.

Densification of metal powders is obtained by compression and/or sintering. A typical process is outlined as follows:
- Mixing of powder with some binder-lubricant.
- Cold compaction step. This can be achieved either by punch compaction or by cold isostatic pressing, typically up to 75 to 85% of full density.
- Dewaxing (binder removal) and optional sintering under specific conditions, to increase particle bonding.
- Hot compaction step: hot forging or hot isostatic pressing, in order to achieve full density.

Mathematical models of such a manufacturing process can be useful since they can provide the production engineers with indication of possible underfill or final porosity, evolution of density distribution and material flow throughout the process, tooling load estimates, press size requirements, etc. They can also allow accurate and inexpensive parametric studies of process variables.

The present work is essentially focused on the application of the finite element method (FEM) to the analysis of hot forging of cold pre-compacted preforms. Hence we address here large viscoplastic deformations through generalized Newtonian fluid flow models, including compressibility effects and coupling with heat transfer. Several authors have already contributed to this research field. Among them, let us quote Im and Kobayashi [20] who developed a FEM formulation for powdered metal forging and implemented it into the bulk forming computation code DEFORM®, for treating two-dimensional axisymmetric and plane strain problems. The material is considered as a compressible rigid-viscoplastic continuous medium. The authors have used a penalty-like formulation. Such an approach penalizes the terms connected with volumetric strain in both the porous and the fully dense regions of the preform. The only unknown of the discretized problem is the nodal velocity field. A similar approach has been developed by Barata Marques and Martins [4] who have clearly shown that some terms of the finite element tangent stiffness matrix tends to become infinite as the material
approaches the dense state. A cut-off value of the relative density is then used in order to limit the value of those terms and transform them into classical penalty terms enforcing the incompressibility constraint, as in flow formulation. In order to avoid locking, they have used a reduced Gauss integration. However, as pointed out by Jinka and Lewis [22], such a formulation yields a wrong estimation of pressure, and consequently stresses in the compacted material. These authors preferred using a mixed velocity-pressure formulation and applied it successfully to the two-dimensional analysis of hot isostatic pressing.

All these works were limited to two-dimensional analysis of compaction processes. The first three-dimensional FEM simulation of powder forming has been developed by Chenot et al. [7], but using a similar penalty-like flow formulation as [20, 4] and 8-node linear hexahedral elements. Following this preliminary attempt to model metal compaction in three-dimensions, the objective of the present study is to set out a new three-dimensional mixed formulation, which would be easily implemented in FORGE3®, a three-dimensional finite element code initially developed for non steady-state large transformations of pure viscoplastic material [9]. In FORGE3®, the non linear equilibrium equations are solved for the primitive variables velocity and pressure using tetrahedral elements of P1+/P1 type. This permits the use of an automatic remeshing procedure [10] and iterative solvers such as the preconditioned general minimum residual method. Such solvers give rise to efficient parallelization [11]. Recently, elastic-viscoplastic constitutive equations have been implemented in the code [2]. As part of these developments, it is required that the aimed compressible formulation for hot powder compaction should be cast in the same type of element in order to be consistent with the general software environment.

Hence, in the present paper, we shall first recall the governing equations of compressible viscoplastic continuous media. The finite element formulation of the mechanical problem is discussed, regarding particularly the choice of primitive variables. We justify the choice of a three-field formulation and give details about its finite element discretization using tetrahedral elements. The heat transfer problem and its coupling with the mechanical one are also presented. This new formulation is implemented in the computation code FORGE3® and is validated by comparison with analytical solutions derived in the case of uniaxial free compression test. Finally, an example of application to the hot forging of a connecting rod preform is presented.

2 GOVERNING EQUATIONS

2.1 Material Constitutive Equations
The powdered metal is considered as an average continuous medium. It is characterised by its local relative density \( \rho_r \), defined as the ratio of the apparent specific mass by the specific mass of the dense metal. Assuming material isotropy, the theoretical concepts of plasticity can be extended to such an average medium, as proposed by Green [17], by defining the equivalent stress as:

\[
\sigma = \left( \frac{3c}{2} s : s + f(\text{Tr}\sigma)^2 \right)^{1/2}
\]

(1)

where \( \sigma \) is the Cauchy stress tensor, \( s \) is the deviatoric stress tensor and, using the Einstein summation convention,

\[
s : s = s_{ij} s_{ij} \quad \quad \text{Tr}\sigma = \sigma_{ii}
\]

(2)

Coefficients \( c \) and \( f \) are functions of the relative density \( \rho_r \). They verify \( c(1) = 1 \) and \( f(1) = 0 \) (fig. 1), so that the classical definition of the von Mises equivalent stress is obtained for the dense material.

Assuming an associated plasticity flow rule, it can be shown [17] that the corresponding expression of the equivalent plastic strain rate is:

\[
\dot{\varepsilon} = \frac{1}{\rho_r} \left( \frac{2}{3c} \dot{\varepsilon}^{pl} : \dot{\varepsilon}^{pl} + \frac{1}{9f} \left( \frac{2}{9c} \right) (\text{Tr} \dot{\varepsilon}^{pl})^2 \right)^{1/2}
\]

\[
= \frac{1}{\rho_r} \left( \frac{2}{3c} \dot{\varepsilon}^{pl} : \dot{\varepsilon}^{pl} + \frac{1}{9f} (\text{Tr} \dot{\varepsilon}^{pl})^2 \right)^{1/2}
\]

(3)

where \( \dot{\varepsilon}^{pl} \) is the plastic strain rate tensor and \( \dot{\varepsilon}^{pl} \) its deviatoric part. In addition, the volumic power of plastic deformation is given by:

\[
\sigma : \dot{\varepsilon}^{pl} = \sigma_{ij} \dot{\varepsilon}_{ij}^{pl} = \rho \dot{\varepsilon}
\]

(4)

The assumption of associated flow rule may be criticized in the field of cold metal compaction, due to the important contribution of grain rearrangement in the global plastic deformation of the medium. However, during hot powder forging, the powdered metal has already been cold pre-compacted, so that it exhibits a rather large initial relative density (typically 0.75 to 0.85), preventing from significant grain rearrangement. In this context, the normality rule holds and the first extension of the above compressible plasticity concepts to compressible viscoplasticity has been proposed by Abouaf et al. [1]. In this case, a relationship between the equivalent stress and the equivalent strain rate is substituted for the notion of instantaneous plasticity criterion. If the dense metal obeys a viscoplastic flow rule of the type:
\[ \dot{\varepsilon} = g(\sigma, T) \]  
(5)

where \( T \) is the temperature and the equivalent stress and strain rate are defined in the von Mises sense, then the average continuous medium representing the porous metal obeys the extended form:

\[ \rho \dot{\varepsilon} = g(\bar{\sigma}, T) \]  
(6)

with \( \bar{\sigma} \) and \( \dot{\varepsilon} \) defined according to (1) and (3). Here we shall assume that the dense material obeys the purely viscoplastic Norton-Hoff law:

\[ \dot{\varepsilon} = \frac{1}{\sqrt{3}} \left( \frac{\sigma}{K\sqrt{3}} \right)^{1/m} \]  
(7)

where \( K \) is the metal consistency and \( m \) the strain rate sensitivity coefficient, both being temperature dependent. Hence, the one-dimensional constitutive equation of the porous metal can be written, according to (6):

\[ \rho \dot{\varepsilon} = \frac{1}{\sqrt{3}} \left( \frac{\sigma}{K\sqrt{3}} \right)^{1/m} \text{ or } \sigma = K\sqrt{3}(\sqrt{3}\rho, \dot{\varepsilon})^m \]  
(8)

In order to derive the three-dimensional constitutive equation, the viscoplastic potential \( \varphi \) is introduced:

\[ \varphi = \frac{K}{m+1} \left( \sqrt{3} \rho, \dot{\varepsilon} \right)^{m+1} \]  
(9)

Then, the stress tensor is obtained as follows:

\[ \sigma = \frac{\partial \varphi}{\partial \dot{\varepsilon}} = \frac{\partial \varphi}{\dot{\varepsilon}} \frac{\partial \dot{\varepsilon}}{\partial \dot{\varepsilon}} \]

\[ = 3K \left( \sqrt{3} \rho, \dot{\varepsilon} \right)^{m-1} \left( \frac{2}{3} \dot{\varepsilon} + \left( \frac{1}{9f} - \frac{2}{9c} \right) (\text{Tr} \dot{\varepsilon}) I \right) \]

\[ = 3K \left( \sqrt{3} \rho, \dot{\varepsilon} \right)^{m-1} \left( \frac{2}{3c} \dot{\varepsilon} + \frac{1}{9f} (\text{Tr} \dot{\varepsilon}) I \right) \]  
(10)

where \( I \) denotes the identity tensor. Strain hardening and temperature softening effects can be taken into account, by use of the following law:

\[ K = K_0 (\varepsilon + \varepsilon_0)^n \exp \left( \frac{\beta}{T} \right) \]  
(11)
where $\beta$ is the temperature softening coefficient, $\varepsilon_0$ and $n$ are the strain hardening coefficients, $K_0$ is a material parameter and $\bar{\varepsilon}$ is the viscoplastic equivalent strain defined by:

$$\bar{\varepsilon} = \int_0^t \dot{\varepsilon}(u) du$$  \hspace{1cm} (12)

### 2.2 Friction Model

Regarding hot forming of dense metals, sliding contact along tooling surfaces is often modelled using a viscoplastic friction law. The tangential shear stress vector $\tau$ is then related to the relative velocity $v_g$ by the following power law:

$$\tau = \alpha n - (\sigma_n n) n = -\alpha K \|v_g\|^{p_f - 1} v_g$$  \hspace{1cm} (13)

where $\alpha$ and $p_f$ are friction coefficients, $n$ is the normal vector at the tool/workpiece interface, and $v_g$ is the relative velocity between the metal and the die, whose velocity is denoted $v_{\text{die}}$:

$$v_g = v - v_{\text{die}} - ((v - v_{\text{die}}) n)n$$  \hspace{1cm} (14)

In the case of hot forming of porous metals, this suggests using the same friction model, but with friction coefficients $\alpha$ and $p_f$ possibly dependent on the relative density of the material. Hence, the friction shear stress vector $\tau$ also derives from the following potential:

$$\varphi_f = \frac{\alpha K}{p_f + 1} \|v_g\|^{p_f + 1} \quad \text{and} \quad \tau = -\frac{\partial \varphi_f}{\partial v}$$  \hspace{1cm} (15)

### 2.3 Heat Transfer

Since the forming is performed under hot environment, the temperature evolution has to be modelled during the process. However, the thermal conductivity of porous media is known to decrease with porosity. In the literature, different models have been proposed: see the review of Cheng and Vachon [6]. These authors found, by comparing theoretical predictive models with experimental measurements, that convection and radiation which occur in the pore spaces can be neglected for small pore size and low or intermediate temperature. Despite the rather high temperature encountered in powder hot forging, the same assumption will be done in the present work, as a first approach. The thermal conductivity is then given by:

$$k = \rho c_k k_{\text{dense}}$$  \hspace{1cm} (16)
where \( k_{\text{dense}} \) is the thermal conductivity of the dense metal.

The energy balance equation due to heat transfer includes Fourier standard conduction law:

\[
\rho c_p \frac{dT}{dt} = \nabla \cdot (k \nabla T) + \mathbf{r} : \dot{\mathbf{e}}
\]  

(17)

where \( \rho \) is the specific mass of the porous metal (\( \rho = \rho_{\text{dense}} \rho_r \)), \( c_p \) is the specific heat of the metal (independent on \( \rho_r \)), \( dT/dt \) is the material or total derivative of temperature with respect to time, \( k \) is the thermal conductivity (equ. 16), \( \mathbf{r} \) is the fraction of the deformation energy which is really transformed into heat. In the sequel, \( \mathbf{r} \) will be assumed equal to 1.

The boundary \( \partial \Omega \) of the processed material is basically subjected to two different types of thermal boundary conditions, depending whether contact with die is established or not. The boundary \( \partial \Omega \) will then be split into a partition \( \partial \Omega = \partial \Omega_c \cup \partial \Omega_s \), where \( \partial \Omega_c \) is the part of the boundary contacting dies whereas \( \partial \Omega_s \) is the free surface. The following boundary conditions apply on these regions.

- **Convection and radiation on \( \partial \Omega_s \):**

\[
-k \nabla T \cdot \mathbf{n} = h_{cv} (T - T_{ext}) + \varepsilon_r \sigma_r (T^4 - T_{ext}^4)
\]  

(18)

where \( T_{ext} \) is the external temperature, \( h_{cv} \) the convection coefficient, \( \varepsilon_r \) the material emissivity, \( \sigma_r \) the Stefan-Boltzmann constant and \( \mathbf{n} \) the outward normal vector. When convection and radiation occur simultaneously equation (18) can be expressed:

\[
-k \nabla T \cdot \mathbf{n} = h_{cr} (T - T_{ext})
\]  

(19)

with

\[
h_{cr} = h_{cv} + \varepsilon_r \sigma_r (T^2 + T_{ext}^2)(T + T_{ext})
\]  

(20)

In the context of non steady state time incremental computations, this permits a linearisation of the radiation law by using the value of temperature which comes from the previous time increment in (20).

- **Conduction and additional friction flux on \( \partial \Omega_c \):**

\[
-k \nabla T \cdot \mathbf{n} = h_{cd} (T - T_{die}) - \phi_f
\]  

(21)

where \( h_{cd} \) is the heat transfer coefficient between die and workpiece, \( T_{die} \) the die surface temperature, and \( \phi_f \) the inward friction flux corresponding to the splitting of the friction surfacic heat source \( \tau \cdot v_g \), between die and workpiece. According to a
quadratic approximation of the temperature profile in the normal direction [26], the
expression of \( \phi_f \) is:

\[
\phi_f = \frac{b}{b + b_{\text{die}}} \alpha K \| v_g \|_{P_f}^{p_f - 1}
\]

(22)

in which \( b \) is the effusivity \( (b = \sqrt{k \rho c_p}) \) and \( b_{\text{die}} \) the effusivity of the die material.

2.4 Mass conservation

The evolution of the relative density is governed by the mass conservation equation:

\[
\frac{d \rho_r}{dt} + \rho_r \text{Tr} \dot{\varepsilon} = 0
\]

(23)

where \( \frac{d \rho_r}{dt} \) is the material or total derivative in time of the relative density.

3 FINITE ELEMENT RESOLUTION OF THE MECHANICAL PROBLEM

3.1 Problem Statement

At time \( t \), the mechanical equations can be summarised as follows, neglecting gravity
and inertia forces:

\[
\nabla \cdot \sigma = 0 \quad \text{ on } \Omega
\]

\[
\sigma = 3K (\sqrt{\frac{2}{3} \varepsilon})^{n-1} \left( \frac{2}{3} \varepsilon + \frac{1}{9 f} (\text{Tr} \dot{\varepsilon})I \right) \quad \text{ on } \Omega
\]

\[
\sigma n = T^d \quad \text{ on } \partial \Omega,
\]

\[
\tau = -\alpha K \| v_g \|_{P_f}^{p_f - 1} v_g \quad \text{ on } \partial \Omega,
\]

\[
(v - v_{\text{die}}) n = 0 \quad \text{ on } \partial \Omega.
\]

It should be noted that, in practice, the module of prescribed stress vector \( T^d \) on the "free" surface is equal to the atmospheric pressure and can be neglected with respect to internal stresses. However, it will be kept in the equations for generality.

Let us define the following spaces:

\[
H^1(\Omega) = \left\{ q \in L^2(\Omega) \mid \nabla q \in (L^2(\Omega))^3 \right\}
\]

(25)
\[ \vartheta = \left\{ v \in (H^1(\Omega))^3 \mid (v - v_{\text{disc}}) \cdot n = 0 \text{ on } \partial \Omega \right\} \]  

(26)

\[ \vartheta_0 = \left\{ v \in (H^1(\Omega))^3 \mid v \cdot n = 0 \text{ on } \partial \Omega \right\} \]  

(27)

\( \vartheta \) is the space of "kinematically admissible" velocity fields and \( \vartheta_0 \) is the space of "zero kinematically admissible" velocity fields. The virtual power principle states that the solution velocity field \( v \in \vartheta \) should fulfill the following condition:

\[ \forall v^* \in \vartheta_0 : \int_\Omega \sigma : \dot{\varepsilon}^* dV - \int_{\partial \Omega} \tau v^* dS - \int_{\partial \Omega} T^d v^* dS = 0 \]  

(28)

This is equivalent to say that the solution velocity field, \( v \), should minimise the following functional \( \Phi \) on the space of kinematically admissible velocity fields \( \vartheta \):

\[ \Phi(v) = \int_\Omega \varphi dV + \int_{\partial \Omega} \varphi_f dS - \int_{\partial \Omega} T^d v dS \]  

(29)

A more detailed expression of the functional \( \Phi \) is:

\[ \Phi(v) = \int_\Omega \left( \frac{\sqrt{3}}{m+1} \frac{2}{3c} \dot{\varepsilon}^2 + 2 \frac{1}{9f} - \frac{2}{9c} \right) dV \]

\[ + \int_{\partial \Omega} \frac{\alpha K}{p_f + 1} \| v_g \|'^{p_f + 1} dS - \int_{\partial \Omega} T^d v dS \]  

(30)

### 3.2 Choice of a Formulation

A flow formulation with the velocity field as unknown can be straightforwardly derived from this functional [7]. However, as already said, its main drawback is that it yields erroneous pressure and stresses values and can exhibit spurious velocity fields or become inaccurate when some regions of the domain \( \Omega \) reach a fully dense state. Since in hot powder forging, the part is supposed to be fully densified at the end of the process, a mixed formulation passing the Brezzi-Babuska compatibility condition [5, 23] has to be developed.

Two approaches of a mixed two-field formulation are possible: the first one is the velocity-pressure \((v, p_H)\) formulation and the second one is the velocity-volumetric strain rate \((v, \dot{\varepsilon})\) formulation.

- **Velocity-pressure formulation**
The velocity-pressure formulation consists in solving the equilibrium equation (28) under the constraint of the volumetric equation, issued from (10):

\[ p_{\mu} = -\frac{1}{3} \text{Tr} \sigma = -\frac{K}{3f} (\sqrt{3} \rho, \dot{\epsilon})^{m-1} \text{Tr} \dot{\epsilon} \]  

(31)

Consequently, the mixed problem can be written:

Find \((\mathbf{v}, p_{\mu}) \in \partial \times L^2(\Omega)\), such that \(\forall (\mathbf{v}^*, p^*) \in \partial_0 \times L^2(\Omega),\)

\[
\begin{align*}
\int_{\Omega} \mathbf{s}(\mathbf{v}) : \dot{\epsilon}^* dV - \int_{\Omega} p_{\mu} \text{Tr} \dot{\epsilon}^* dV - \int_{\partial_\Omega} \mathbf{r} \cdot \mathbf{v}^* dS - \int_{\partial_\Omega} T^d \cdot \mathbf{v}^* dS &= 0 \\
\int_{\Omega} p^* (3f p_{\mu} + K (\sqrt{3} \rho, \dot{\epsilon})^{m-1} \text{Tr} \dot{\epsilon}) dV &= 0
\end{align*}
\]

(32)

where \(\dot{\epsilon}^*\) is the virtual strain rate tensor associated with any virtual velocity field \(\mathbf{v}^*\). Because of the non-linearity of the constraint equation (32b), it can be seen that the derived discrete velocity-pressure formulation would result in a non symmetric tangent stiffness matrix. This is the case in the similar mixed velocity-pressure approach developed by Jinka and Lewis [22].

- **Velocity-volumetric strain rate formulation**

The additional constraint to the equilibrium equation (28) is now given by \(\hat{\Theta} = \text{Tr} \dot{\epsilon}\), and the corresponding mixed formulation is the following.

Find \((\mathbf{v}, \hat{\Theta}) \in \partial \times L^2(\Omega)\), such that \(\forall (\mathbf{v}^*, \hat{\Theta}^*) \in \partial_0 \times L^2(\Omega),\)

\[
\begin{align*}
\int_{\Omega} \mathbf{s}(\mathbf{v}, \hat{\Theta}) : \dot{\epsilon}^* dV - \int_{\partial_\Omega} \mathbf{r} \cdot \mathbf{v}^* dS - \int_{\partial_\Omega} T^d \cdot \mathbf{v}^* dS &= 0 \\
\int_{\Omega} \hat{\Theta}^* \left( \text{Tr} \dot{\epsilon} - \hat{\Theta} \right) dV &= 0
\end{align*}
\]

(33)

Once again, the tangent stiffness matrix is found non symmetric. It should be noted, however, that when the volumetric strain rate \(\hat{\Theta}\) is chosen constant per element, using for example P1/P0 quadrangles or P2/P0 triangles in two-dimensional problems, \(\hat{\Theta}\) can be eliminated from (33b) at the element level [18, 14], its value being injected in the equilibrium equation (33a). This equation can then be solved for the velocity field only, using again a non symmetric tangent stiffness matrix. In the frame of three-dimensional problems, using linear tetrahedra such as in FORGE3®, such a formulation cannot be used and the global resolution for \(\mathbf{v}\) and \(\hat{\Theta}\) should be carried out with a non symmetric matrix.
Non-symmetry might be more or less acceptable when using iterative solvers, although it implies somewhat more storage and computational effort per iteration. However, it has been preferred to develop a three-field formulation. As explained hereafter, it results in a symmetric tangent stiffness matrix and permits a minimal storage requirement as compared to previous formulations.

3.3 Three-Field Formulation

The three-field formulation consists in introducing an additional variable in order to obtain a symmetric tangent stiffness matrix. This variable must permit the formulation of the problem with a Lagrangian function. As the relative density directly depends on the volumetric strain rate (23), the volumetric strain rate $\theta$ is the variable to be added. Firstly, $\Phi$ is rewritten as a function of $v$ and $\theta$, on $\partial\Omega^+$:

$$
\tilde{\Phi}(v, \theta) = \int_{\Omega} \left( (\sqrt{3})^{m+1} K \frac{2}{3c} \varepsilon : \varepsilon + \left( \frac{1}{9f} - \frac{2}{9c} \right) \theta^2 \right)^{(m+1)/2} dV
$$

$$
+ \int_{\partial\Omega} \frac{\alpha K}{p_f + 1} \|v_x^{p+1}\| dS - \int_{\partial\Omega} T^d v dS
$$

(34)

Secondly, a weak form of the constraint $\varepsilon^{p} = \theta$ is written:

$$
\forall p* \in L^2(\Omega) \quad \int_{\Omega} p^* (\theta - \varepsilon^{p}(v)) dV = 0
$$

(35)

Finally, the following Lagrangian $L(v, \theta, p)$ is defined on $\partial\Omega \times (L^2(\Omega))^2$, in which $p$ is a field of Lagrange multipliers of the constraint:

$$
L(v, \theta, p) = \tilde{\Phi}(v, \theta) + \int_{\Omega} p (\theta - \varepsilon^{p}(v)) dV
$$

(36)

The stationarity of the Lagrangian $L$ with respect to $p$ (i.e. $\partial L / \partial p = 0$) ensures the fulfilment, in a weak form, of the constraint relation $\varepsilon^{p} = \theta$. Once this is achieved, $\tilde{\Phi}(v, \theta)$ can be considered equal to $\Phi(v)$. Again the stationarity of the functional $\Phi(v)$ with respect to $v$ leads to the principle of virtual work (see [7] for a detailed demonstration).

Moreover, it can be shown [14] that the relation between the effective hydrostatic pressure $p_{\text{eff}}$ and the Lagrange multiplier $p$ is:

$$
p = p_{\text{eff}} + \frac{2K}{3c} \left( \sqrt{3} \rho, \varepsilon \right)^{m-1} \text{Tr} \varepsilon
$$

(37)
When the material approaches the dense state, then $\text{Tr } \dot{\varepsilon} \to 0$ and $p \to p_H$: the Lagrange multiplier $p$, is in this case nothing but the hydrostatic pressure.

The additional condition of non-penetration of forming tools (the solution velocity field $v$ must be kinematically admissible in the sense of (26)) can be enforced by different methods, among which the penalty method which is used in software FORGE3® [8, 9, 15]. This method consists in adding a complementary term to the Lagrangian $L$, which will finally be written on $(H^1(\Omega))^3 \times (L^2(\Omega))^3$:

$$L(v, \dot{\theta}, p) = \tilde{\Phi}(v, \dot{\theta}) + \int_\Omega p(\dot{\theta} - \text{Tr } \dot{\varepsilon}(v)) \, dV + \int_{\partial \Omega} \frac{1}{2} \chi_p \left( (v - v_{\text{corr}}) \cdot n \right)^2 \, dS$$

(38)

where $\chi_p$ is a large positive constant and $\left\langle \cdot \right\rangle$ denotes the Mac Cauley's bracketing (i.e. $\left\langle x \right\rangle = (x + |x|)/2$).

### 3.4 Finite Element Discretization

In powder forging, the material undergoes large deformations. Remeshing is required in order to avoid severely distortion of the finite element mesh. As reliable three-dimensional automatic remeshing procedures are based on linear tetrahedra, this kind of element is recommended here. In order to satisfy the Brezzi-Babuska compatibility condition, a three-field version of the P1+/P1 element [3, 13] has been developed and is presented hereafter. This choice has been fixed following a previous investigation of P2/P1 10-noded element [21], but which proved too computationally expensive.

In the P1+/P1 element, the velocity field is quasi-linear continuous, including additional degrees of freedom at the centre of gravity of the element (bubble formulation). It can be decomposed in two parts: a linear one, resulting from linear interpolation between the four apex velocities, and a complementary one issued from interpolation of velocity correction degrees of freedom defined at the centre of the element:

$$v = N_k V_k + N^{(b)} b = v^{(l)} + v^{(b)}$$

(39)

In (39), $N_k$ denotes the linear interpolation function associated to apex $k$, $V_k$ is the velocity vector at node $k$ and the summation is extended to the four apexes ($k = 1, 4$) of the tetrahedron. Vector $b$ is the vector of velocity corrections at element centre. The value of the "bubble" interpolation function $N^{(b)}$ is 1 at the centre and 0 on the element boundary (i.e. the four facets). This function is defined separately on each of the four sub-tetrahedra (the three nodes of each facet, plus the central node), so that the velocity field $v$ is linear on each sub-tetrahedron (fig. 2).
On another hand, the field of Lagrange multipliers \( p \) and the volumetric strain rate field \( \dot{\theta} \) are linear continuous. Inside each finite element, we have:

\[
p = N_k p_k \\
\dot{\theta} = N_k \dot{\theta}_k
\]  
(40)

both summation being extended to the four apexes \( (k = 1, 4) \) of the tetrahedron. Let us denote \( \mathbf{V} \) the global vector of nodal velocities (vector of \( 3Nbnoe \) components), \( \mathbf{B} \) the global vector of central velocity corrections (\( 3Nbelt \) components), \( \mathbf{P} \) the global vector of nodal Lagrange multipliers (\( Nbnoe \) components) and \( \dot{\Theta} \) the global vector of nodal volumetric strain rates (\( Nbnoe \) components). The previous interpolations (39-40) are extended to the whole finite element mesh, by writing:

\[
\mathbf{v} = N_a \mathbf{V}_a + N^{(b)}_a \mathbf{B}_q \\
p = N_a p_a \\
\dot{\theta} = N_a \dot{\theta}_a
\]  
(41)

where index \( n \) varies from 1 to \( Nbnoe \) (total number of apexes of tetrahedra) whereas index \( q \) varies from 1 to \( Nbelt \) (total number of elements). In (41) the interpolation functions have been extended to the whole mesh, \( N_k (\mathbf{x}) \) (respectively \( N^{(b)}_q (\mathbf{x}) \)) having a zero value when \( \mathbf{x} \) is outside the elements the node \( k \) belongs to (respectively outside element \( q \)).

The discrete finite element Lagrangian is written as \( L(\mathbf{V}, \mathbf{B}, \dot{\Theta}, \mathbf{P}) \). Its stationarity condition provides the following system of non linear equations to be solved:

\[
\begin{bmatrix}
\frac{\partial L}{\partial \mathbf{V}} & = 0 \\
\frac{\partial L}{\partial \mathbf{P}} & = 0 \\
\frac{\partial L}{\partial \mathbf{B}} & = 0 \\
\frac{\partial L}{\partial \dot{\Theta}} & = 0 \\
\frac{\partial L}{\partial \mathbf{P}} & = 0
\end{bmatrix}
\]  
(42)

The discretized equations of this system are expressed hereunder:

\( \forall \lambda = 1,3 \quad \forall k = 1, Nbnoe \)

\[
\frac{\partial L}{\partial \mathbf{V}_{\lambda k}} = \int_\Omega \frac{2K}{c} (\sqrt{3} \rho, \dot{e})^{m-1} : \mathbf{B} dV - \int_\Omega N_m p_m \text{ Tr}(\mathbf{B} dV) - \int_{\partial \Omega} T^d \mathbf{B} dS
\]

\[
+ \int_{\partial \Omega} \alpha K \mathbf{n}_g : \mathbf{V}_{\lambda} dS - \int_{\partial \Omega} \chi_p \left( (N_m V_{\mu \nu} - v_{d\text{c},\mu}) n_\lambda \right) N_m dS = 0
\]  
(43)

\( \forall \lambda = 1,3 \quad \forall q = 1, Nbelt \)
\[
\frac{\partial L}{\partial B_{i_q}} = \int_{\Omega} 2K \left( \sqrt{3}p, \hat{\epsilon} \right)^{n-1} \hat{\epsilon} : \mathbf{B}^{(b)}_{i_q} \, dV - \int_{\Omega} N_m P_m \text{Tr}(\mathbf{B}^{(b)}_{i_q}) \, dV = 0 \quad (44)
\]

\[
\forall n = 1, Nbnoe \quad \frac{\partial L}{\partial \tilde{\epsilon}_n} = \int_{\Omega} N_n \left[ 3K \left( \sqrt{3}p, \hat{\epsilon} \right)^{n-1} \left( \frac{1}{9} f - \frac{2}{9c} \right) \hat{\epsilon} \right] dV = 0 \quad (45)
\]

\[
\forall n = 1, Nbnoe \quad \frac{\partial L}{\partial P_m} = \int_{\Omega} \left[ N_m \hat{\epsilon}_m + N_m \hat{\epsilon}_m \right] dV = 0 \quad (46)
\]

In the previous equations, repeated indices \(m\) and \(q\) varies from 1 to \(Nbnoe\) and from 1 to \(Nbelt\) respectively; \(\mathbf{B}\) and \(\mathbf{B}^{(b)}\) are the discrete differential operators defined by:

\[
\mathbf{B}_{i_q} = \frac{\partial \hat{\epsilon}}{\partial V_{i_q}} \quad \text{or, in components,} \quad B_{j,i_q} = \frac{\partial \hat{\epsilon}_{ij}}{\partial V_{i_q}} = \frac{1}{2} \left( \frac{\partial N_{m}}{\partial x_j} \delta_{i_k} + \frac{\partial N_{m}}{\partial x_k} \delta_{i_j} \right) \quad (47)
\]

\[
\mathbf{B}^{(b)}_{i_q} = \frac{\partial \hat{\epsilon}}{\partial \tilde{\epsilon}_{i_q}} \quad \text{or, in components,} \quad B^{(b)}_{j,i_q} = \frac{\partial \hat{\epsilon}_{ij}}{\partial \tilde{\epsilon}_{i_q}} = \frac{1}{2} \left( \frac{\partial N_{m}^{(b)}}{\partial x_j} \delta_{i_k} + \frac{\partial N_{m}^{(b)}}{\partial x_k} \delta_{i_j} \right) \quad (48)
\]

It should be noted that the integrals in (43-46) have to be computed on the sub-tetrahedra when they involve the "bubble" interpolation function \(N^{(b)}\) or its spatial derivative.

Let us use the following global notation for the set of non linear equations (42):

\[
\frac{\partial L}{\partial \mathbf{Y}} = \mathbf{0} \quad \text{with} \quad \mathbf{Y} = (V, B, \tilde{\epsilon}, P).
\]

It is solved using a Newton-Raphson method. At each iteration of the method, the equations are linearised and a correction \(\delta \mathbf{Y} = (\delta V, \delta B, \delta \tilde{\epsilon}, \delta P)\) is computed to improve the current estimate \(\mathbf{Y}\):

\[
\left[ \frac{\partial^2 L}{\partial \mathbf{Y}^2} \right] \delta \mathbf{Y} = - \frac{\partial L}{\partial \mathbf{Y}}(\mathbf{Y}) \quad (49)
\]

This is worth noting that, according to the definition of the bubble interpolation function, the stationarity equations (44), which correspond to the derivation of \(L\) with respect to the additional velocity degrees of freedom \(B\), can be written on each element in a decoupled manner. Consequently, the Newton-Raphson correction \(\delta \mathbf{B}\) can be eliminated at element level by writing, in each element \(e\):

\[
\left[ \frac{\partial}{\partial \mathbf{Y}} \left( \frac{\partial L}{\partial \mathbf{B}(\mathbf{Y}^e)} \right) \right] \delta \mathbf{Y}^e = - \frac{\partial L}{\partial \mathbf{B}(\mathbf{Y}^e)}(\mathbf{Y}^e) \quad (50)
\]

While assembling the tangent stiffness matrix \(\partial^2 L / \partial \mathbf{Y}^2\), this permits to express \(\delta \mathbf{B}^e\) in function of \((\delta \mathbf{V}^e, \delta \tilde{\epsilon}_e, \delta \mathbf{P}^e)\) and to report this value in other equations. Since there are
about four to five times more tetrahedra than nodes (apexes) in a three-dimensional
tetrahedral mesh, this elimination proves quite efficient. After elimination of these
degrees of freedom, the system to be solved can be written as:

\[ H(Y')\delta Y' = -G(Y') \]  

(51)

where \( \delta Y' = (\delta V, \delta \Theta, \delta P) \). In practice, the vector \( Y' \) is partitioned into \( Nbnoe \) blocks, each block containing the four primary nodal unknowns.

This linear system is solved with a general minimum residual method [24, 25], as in the
standard incompressible viscoplastic formulation in FORGE3®, except that in the
present case, it has been extended to the solution of a system with five unknowns per
node (instead of four). A block-diagonal preconditioning is used and is designed as
follows. After elimination of additional velocity degrees of freedom, the matrix \( H \) of
the system (51) has the following structure:

\[
\begin{bmatrix}
H^{vv} & H^{v\theta} & H^{vp} \\
(H^{\theta v})^T & H^{\theta\theta} & H^{\theta p} \\
(H^{vp})^T & (H^{\theta p})^T & H^{pp}
\end{bmatrix}
\]  

(52)

The block diagonal preconditioning matrix \( C \), which is required to be definite positive
and to approach the inverse of \( H \) is then composed of \( Nbnoe \) diagonal blocks \( C^{(n)} \), of
size \( 5 \times 5 \), whose non zero terms are:

\[
\begin{align*}
C^{(n)}_{\lambda\mu} &= \left(H^{vv}\right)^{-1}\delta_{\lambda\mu}n \\
C^{(n)}_{44} &= \frac{1}{H^{\theta\theta}_{nn}} \\
C^{(n)}_{55} &= \frac{1}{H^{pp}_{nn}}
\end{align*}
\]  

(53)

It can be noted in particular that such a block-diagonal preconditioning can remedy the
ill-conditioning issued from the penalty method for contact. As a matter of fact, a nodal
penalty method is used in FORGE3®: the last integral in equation (38) is approached by
a summation on nodes with application of repulsive nodal forces if nodes tend to
penetrate the tooling [15]. Hence, such a method only produce diagonal terms in the
tangent stiffness matrix. The resulting poor conditioning can be counterbalanced by the
block-diagonal preconditioner and does not affect the convergence rate of the iterative
solver.

4 FINITE ELEMENT RESOLUTION OF THE HEAT TRANSFER PROBLEM
An isoparametric continuous four node interpolation is used for the discretization of temperature, the finite element mesh being the same as for the mechanical resolution (except central nodes, not used here). In each tetrahedral element, we have:

\[ T = N_k T_k \]  

(54)

the summation being extended to the four apexes \((k = 1, 4)\) of the tetrahedron

The use of this discretization in the variational form of equation (17), according to the Galerkin finite element method, leads to the following classical set of non linear differential equations in which \(T\) is the global vector of nodal temperature (\(N\)bnoe components).

\[ C \frac{dT}{dt} + KT = F \]  

(55)

\(C\) is the heat capacity matrix, \(K\) the conductivity matrix and \(F\) the thermal loading vector. It should be noted that using a moving mesh formulation, \(dT/dt\) is here nothing but the partial derivative in time of the vector of nodal temperatures, since the nodes are convected with the material flow (see the scheme for configuration updating in section 5).

The expressions of matrices \(C\) and \(K\) and of vector \(F\) are as follows:

\[ C_{nk} = \int_\Omega \rho c_p N_n N_k dV \]  

(56)

\[ K_{nk} = \int_\Omega k \nabla N_n \nabla N_k dV + \int_{\partial \Omega} h_c N_n N_k dS + \int_{\partial \Omega} h_d N_n N_k dS \]  

(57)

\[ F_n = \int_\Omega \sigma : \dot{\varepsilon} N_n dV + \int_{\partial \Omega} h_c T_{eq} N_n dS + \int_{\partial \Omega} (h_d T_{die} + \phi_f) N_n dS \]  

(58)

where \(n\) and \(k\) vary between 1 and \(N\)bnoe.

The first order differential equation (55) is solved using a second order three level (two step) finite difference scheme [19]. Given two successive time steps \(\Delta t_1\) and \(\Delta t_2\) (not necessarily of same size), the nodal temperature vector \(T\) and its time derivative \(dT/dt\) are expressed as:

\[ T = \alpha_1 T^{t-\Delta t_1} + \alpha_2 T^t + \alpha_3 T^{t+\Delta t_2} \]  

(59)

\[ \frac{dT}{dt} = (1-g) \frac{T^t - T^{t-\Delta t_1}}{\Delta t_1} + g \frac{T^{t+\Delta t_2} - T^t}{\Delta t_2} \]  

(60)
where $\alpha_1, \alpha_2, \alpha_3$ and $g$ are numerical coefficients providing different integration schemes. In fact, such schemes are second order accurate on condition that [19]:

$$\alpha_2 = (1 - \alpha_1) + \frac{1}{2} - \alpha_1 \frac{\Delta t_1}{\Delta t_2} - g \frac{1}{2} \left(1 + \frac{\Delta t_1}{\Delta t_2}\right)$$

(61)

and

$$\alpha_3 = (\alpha_1 - 1) + \frac{1}{2} \frac{\Delta t_1}{\Delta t_2} + g \frac{1}{2} \left(1 + \frac{\Delta t_1}{\Delta t_2}\right)$$

(62)

It can be noted that $\alpha_1 + \alpha_2 + \alpha_3 = 1$ and that each scheme is determined by only two parameters, for instance $\alpha_1$ and $g$. Moreover, such schemes are unconditionally stable (no limitation on $\Delta t$) on condition that [19]:

$$g \geq \frac{1}{2} \quad \text{and} \quad \alpha_1 \geq \frac{1}{2} (1 - g)$$

(63)

As regards matrices $C, K$ and $F$, equation (59) is not used because it would result in an iterative resolution of (55). This is avoided by using a linearisation technique, suggested by Zlamal [27] and shown to be second order accurate [26], each non linear matrix $W (C, K \text{ or } F)$ being expressed as:

$$W = \alpha_1 W^{t-\Delta t_1} + \alpha_2 W^{t} + \alpha_3 \left[ W^{t} + \frac{\Delta t_2}{\Delta t_1} (W^{t} - W^{t-\Delta t_1}) \right]$$

(64)

which yields, after injection of (61) and (62), the following simple expression:

$$W = \left[1 - \frac{g}{2} \left(1 + \frac{\Delta t_2}{\Delta t_1}\right)\right] W^{t-\Delta t_1} + \left[\frac{1}{2} + \frac{g}{2} \left(1 + \frac{\Delta t_2}{\Delta t_1}\right)\right] W^{t}$$

(65)

Finally, the injection of the time discretization defined by equations (59-60) in equation (55) results in a linear system

$$AT^{t+\Delta t_2} = B$$

(66)

to be solved for the unknown nodal temperature vector $T^{t+\Delta t_2}$. In practice, we use the two-step implicit scheme ($\alpha_1 = 0, g = 3/2$). It can be noted that this scheme is different from the one-step backward Euler implicit scheme (the expression of the time derivative is different, which yields to second order accuracy). For the first time increment, a one-step Crank-Nicolson scheme is used ($\alpha_1 = 0, \alpha_2 = \alpha_3 = 1/2, g = 1$).
When there is a large temperature difference between the workpiece and the forging dies, space and time numerical oscillations are observed, whatever the integration scheme used. To overcome this numerical problem, a classical remedy is to approach $C$ by its diagonal lumped form $C^L$:

$$C_{mn}^L = \delta_{mn} \int_{\Omega} \rho \epsilon_v N_m dV$$  \hspace{1cm} (67)

where index $m$ is not summed. However, this approximation is not always efficient enough, more particularly using three-dimensional tetrahedral elements. The size of the thermal time step is then chosen with a different value from that of the mechanical time step, so that it remains greater than the critical value $\Delta t_c$ issued from the Courant limit [12]:

$$\Delta t_c = \frac{\rho \epsilon_v \Delta l}{32k}$$  \hspace{1cm} (68)

where $\Delta l$ is a reference length which is computed as the distance between neighbouring nodes along the normal direction to the workpiece/die interface.

5 THERMO-MECHANICAL COUPLING AND CONFIGURATION UPDATING

There is a thermomechanical coupling between mechanical equations (24), and heat transfer equations (17-22). However, the material flow does not strongly depends on temperature, so there is no need to solve these problems simultaneously at each time increment $[t, t+\Delta t]$. A staggered coupling algorithm is preferred. At any time $t$, the temperature field, $T'$ is assumed to be known. It allows the calculation of the consistency of the material (11) and then the computation of the flow. Once the velocity field is known, at time $t$, the internal source of heat due to deformation (4) and to friction (22) are calculated, allowing the computation of the temperature field at time $t+\Delta t$.

The configuration is then updated, according to a Euler explicit scheme. Denoting $X$ the global vector of nodal coordinates, we have:

$$X^{t+\Delta t} = X^t + \Delta t V^t$$  \hspace{1cm} (69)

The same scheme is applied to the mass conservation equation to express the evolution of nodal relative density. Let $R$ denote the vector of nodal relative densities (components $R_n$, $n = 1, Nbnoe$).
A strict application of (70) would yield relative density values slightly greater than 1 as the material becomes fully dense. To prevent this, the upper limit of 1 is applied.

More generally, the previous procedures have been implemented in the software FORGE3®. In addition, an automatic remeshing procedure is triggered when necessary in order to avoid mesh degeneration. In case of remeshing, a transportation of nodal temperature and relative density values from old to new mesh is carried out by means of direct interpolation. The complete incremental resolution scheme is given at figure 3.

6 VALIDATION

In order to validate the three-field formulation, the reference solution of a uniaxial free compression test (fig. 4) has been established. It is possible to exhibit a closed form solution, on condition that coefficients $c$ and $f$ are kept constant. Under this assumption, the following solution has been derived (details are given in appendix):

$$\rho_r = \rho_r^0 \left( \frac{h}{h^0} \right)^{-\frac{3f}{f+c}}$$

$$\sigma = -K \left( \frac{3}{c+f} \right) \frac{m+1}{2} \left( \frac{V}{h} \right)^m$$

in which $h^0$ and $h$ denote the initial and current height of the compacted specimen, $\rho_r^0$ and $\rho_r$ are the initial and current relative density, $V$ is the compaction prescribed velocity (which is not necessarily constant). The other coefficients are those used in the above presentation.

The values that have been used for the comparison are: $h^0 = 120$ mm, $V = 3$ mm.s$^{-1}$, $\rho_r^0 = 0.80$, $K = 100$ MPa.s$^m$, $m = 0.25$. Coefficients $c$ and $f$ are kept constant ($c = 6.463$, $f = 0.45$) until the full densified state is reached. Then the corresponding values $c = 1$ and $f = 0$ are used, as they are associated with dense state. In such conditions, a uniform dense state is reached for $h = 38.3$ mm (height reduction $\Delta h = 81.7$ mm). The agreement between the finite element solution and the analytic one is excellent for both relative density and stress values (fig. 5). This is observed before full densification, as well as after, when the deformation becomes purely viscoplastic and incompressible. The discontinuity of the stress evolution is clearly a consequence of the abrupt change in the values of coefficients $c$ and $f$ at full densification. The error on the axial stress
(respectively the relative density) is less than 0.13% (respectively 0.40%) up to the end of the test, corresponding to a cylinder height of 20 mm.

7 APPLICATION

The finite element model has been applied to the simulation of the hot compaction step of a connecting rod preform, made of aluminium alloy, in order to test the ability to simulate a complex three-dimensional compaction process. The preform is normally obtained by a cold compaction step. Since this first step has not been simulated, the thickness of the preform has been taken uniform along the compaction direction z (fig. 6). For the same reason, its initial relative density distribution has been assumed uniform, equal to 0.80. Figure 6 shows the initial volumic mesh of the preform (initially rather coarse) as well as the surfacic meshes of the tooling components in initial position. The tooling is composed of a lateral die, two cylindrical dies at both ends of the rod and a punch which has a prescribed vertical velocity. For symmetry reason, only one quarter of the part is effectively computed. The process and material parameters used in the computation come from previous experimental work [16] and are given in table 1.

Figure 7 illustrates the progress of the forming. It can be seen that the preform is first deformed in its central I-beam region. Then the deformation extends to the small end (piston end) and to the big end (crankshaft end). This figure also reveals the efficiency of the remeshing procedure, resulting in a finer discretization in regions of small curvature radii.

As expected with such an initial preform geometry, densification occurs first in the central region (fig.8), and then extends to the piston end and the crankshaft end. This can be seen on figure 9, on which distributions of relative density have been plotted in five transverse sections along the connecting rod, at an intermediate stage of compaction. The compaction of the centre of the arm of the rod is associated to some de-densification near the zone contacting the punch. The dilatation (or de-densification) affects the free surface zone near the punch edge. A similar phenomenon occurs in the big end region where the outer zone is first compacted: there is a rapid densification of the material under the punch and some de-densified material beside, near the inner radius.

Figure 10 shows the configuration reached near the end of the compaction process. At this stage, the preform has been almost completely compacted. The last region to be densified is located at the crankshaft end. The de-densification phenomena are significant in this region, the relative density being even noticeably lower than the
initial value of 0.80. Such a non uniform compaction could be avoided by defining a preform of non uniform thickness or/and relative density (this is actually the case in real production).

Finally, figure 11 shows the temperature distribution at the end of the process. The competition between heat loss at tool contact and heat dissipation by plastic deformation and friction results in a maximum temperature drop of about 60°C. It can be seen that some regions near both ends of the rod suffer from significant temperature inhomogeneities which could induce deformations and residual stresses after cooling. The complete simulation took 80 increments, 26 remeshing operations and about 15 hours (CPU time) on IBM-Risc6000-43T, the maximum number of nodes being about 5000. Finally, the relative variation of the material mass is only 0.038% at the end of the computation.

CONCLUSION

A new three-field formulation (velocity, volumetric strain rate and pressure) has been developed for an accurate simulation of the hot forging of metal powder. The finite element discretization is based on the new linear tetrahedral P1+/P1/P1 element. It has been implemented in the computation code FORGE3®, whose iterative solver has been adapted to the resolution of non linear systems with five nodal unknowns. The finite element resolution of the three-dimensional mechanical problem has been coupled in a staggered manner with the heat transfer resolution, providing an efficient tool for the simulation of hot powder compaction processes. This has been illustrated by treating the hot forging of a connecting rod preform. In the future, such a formulation should be extended to the modelling of cold compaction, in order to simulate the global powder forming process.
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APPENDIX

The uniaxial compression of a compressible viscoplastic axisymmetric specimen is considered. The contact along tool surfaces is supposed perfectly sliding (no friction). The deformation is then homogeneous throughout the specimen. Denoting \( V \) the modulus of the compression velocity, the components of the strain rate tensor are:

\[
\dot{\varepsilon}_{zz} = -\frac{V}{h} \\
\dot{\varepsilon}_{rr} = \dot{\varepsilon}_{\theta\theta} = \dot{\varepsilon}_{\theta0} 
\]  
(A1)

The stress tensor is diagonal, the only non-zero component being \( \sigma_{zz} \). Then the equivalent stress is, according to (1):

\[
\sigma = -\sqrt{c + f} \sigma_{zz} 
\]  
(A2)

Let us express now the deviatoric part and the volumetric part of the flow rule (10). This yields respectively:

\[
s = \frac{2K}{c} (\sqrt{5} \rho \dot{\varepsilon})^{m-1} \dot{\varepsilon} \quad \text{and} \quad \text{Tr} \sigma = \frac{K}{f} (\sqrt{5} \rho \dot{\varepsilon})^{m-1} \text{Tr} \dot{\varepsilon} 
\]  
(A3)

The flow rule (10) can then be inverted, using a combination of (A3) and (8):

\[
\dot{\varepsilon} = \dot{\varepsilon} + \frac{1}{3} (\text{Tr} \dot{\varepsilon}) I = \frac{\rho \dot{\varepsilon}}{2\sigma} (3cs + 2f(\text{Tr} \sigma) I) 
\]  
(A4)

The application of (A4) to (A1a) yields:

\[
\dot{\varepsilon}_{rr} = \dot{\varepsilon}_{\theta0} = \frac{\rho \dot{\varepsilon}}{2\sigma} (2f - c) \sigma_{zz} \\
\dot{\varepsilon}_{zz} = \frac{\rho \dot{\varepsilon}}{\sigma} (c + f) \sigma_{zz} 
\]  
(A5)

Relation (A5b), combined with (8) and (A2) permits to obtain the analytical expression of the axial stress (72):

\[
\sigma_{zz} = -K \left( \frac{3}{c + f} \right)^{m+1} \left( \frac{V}{h} \right)^m 
\]  
(A6)

As regards the relative density evolution, it is obtained in the following way. The summation of the three strain rate components (A5), combined with (A1a) yields the expression of volumetric strain rate:

\[
\dot{\theta} = \nabla \cdot \mathbf{v} = \text{Tr} \dot{\varepsilon} = -\frac{V}{h} \frac{3f}{c + f} 
\]  
(A7)
Integration of (A7) can be achieved easily under the assumption of constant coefficients \( c \) and \( f \) during compaction. Denoting \( V^0 \) and \( V \) the initial and current volume of the specimen respectively, we have:

\[
\ln \frac{V}{V^0} = \int_0^\theta \hat{\theta}(u) du = -\frac{3f}{c+f} \int_0^\theta \frac{V}{h} dt = \frac{3f}{c+f} \ln \frac{h}{h^0}
\]  

(A8)

which yields finally relation (71):

\[
\rho_r = \rho_0 \left( \frac{h}{h^0} \right)^{-\frac{3f}{f+c}}
\]

(A9)

It should be noted that equation (72) is not submitted to the restrictive condition of constant coefficients \( c \) and \( f \), and that (71) and (72) hold for time dependent compression velocity \( V \).
Notations

superscripts

(b) bubble part (of velocity field)
d given or prescribed
(l) linear part (of velocity field)
L lumped
t time
pl plastic
0 initial
e relative to element e

subscripts

die relative to die
dense relative to the dense material
g sliding (in relative sliding velocity between workpiece and die)
k, m, n, q relative to node k, m, n, q
i, j, λ, μ relative to components (spatial directions)

b thermal effusivity
B global vector of velocity correction degrees of freedom at element centroïd
B discrete differential operator linking strain rates to nodal velocities
\( B^{(b)} \) discrete differential operator linking strain rates to velocity correction degrees of freedom at element centroïd
c coefficient of constitutive equation
c_p heat capacity
C heat capacity matrix
\( \dot{e} \) deviatoric part of the strain rate tensor
f coefficient of constitutive equation
F thermal loading vector
g coefficient of three-level finite difference scheme
h specimen height
\( h_{cd} \) coefficient of heat exchange by conduction
\( h_r \) coefficient of heat exchange by conduction and radiation
\( h_{cv} \) coefficient of heat exchange by convection
I identity tensor
k thermal conductivity
K viscoplastic consistency
\( K_0 \) material parameter (in consistency expression)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>heat conductivity matrix</td>
</tr>
<tr>
<td>$\Delta l$</td>
<td>characteristic length of the finite element discretization</td>
</tr>
<tr>
<td>$L$</td>
<td>Lagrangian</td>
</tr>
<tr>
<td>$m$</td>
<td>strain rate sensitivity coefficient</td>
</tr>
<tr>
<td>$n$</td>
<td>outward unit normal vector</td>
</tr>
<tr>
<td>$Nbelt$</td>
<td>total number of elements</td>
</tr>
<tr>
<td>$Nbnoe$</td>
<td>total number of nodes</td>
</tr>
<tr>
<td>$N_n$</td>
<td>interpolation function of node $n$</td>
</tr>
<tr>
<td>$N_q^{(b)}$</td>
<td>bubble interpolation function of centroid node $q$</td>
</tr>
<tr>
<td>$p$</td>
<td>Lagrange multiplier</td>
</tr>
<tr>
<td>$p_f$</td>
<td>friction coefficient</td>
</tr>
<tr>
<td>$p_H$</td>
<td>hydrostatic pressure</td>
</tr>
<tr>
<td>$P_k$</td>
<td>Lagrange multiplier value at node $k$</td>
</tr>
<tr>
<td>$P$</td>
<td>global vector of nodal Lagrange multipliers</td>
</tr>
<tr>
<td>$r$</td>
<td>fraction of deformation power transformed into heat</td>
</tr>
<tr>
<td>$R$</td>
<td>global vector of nodal relative densities</td>
</tr>
<tr>
<td>$s$</td>
<td>deviatoric stress tensor</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>time increment</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$T_{ext}$</td>
<td>external temperature</td>
</tr>
<tr>
<td>$T$</td>
<td>vector of nodal temperatures</td>
</tr>
<tr>
<td>$T$</td>
<td>stress vector</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity vector</td>
</tr>
<tr>
<td>$v^*$</td>
<td>virtual velocity field</td>
</tr>
<tr>
<td>$V$</td>
<td>volume of the specimen of the uniaxial compaction test</td>
</tr>
<tr>
<td>$V$</td>
<td>velocity module in the uniaxial compaction test</td>
</tr>
<tr>
<td>$V$</td>
<td>global vector of nodal velocities</td>
</tr>
<tr>
<td>$V_k$</td>
<td>velocity vector of node $k$</td>
</tr>
<tr>
<td>$x$</td>
<td>position vector</td>
</tr>
<tr>
<td>$X$</td>
<td>global vector of nodal coordinates</td>
</tr>
<tr>
<td>$Y$</td>
<td>global vector of unknowns</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>friction coefficient</td>
</tr>
<tr>
<td>$\alpha_1, \alpha_2, \alpha_3$</td>
<td>coefficients of three-level finite difference scheme</td>
</tr>
<tr>
<td>$\beta$</td>
<td>temperature softening coefficient (in consistency expression)</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Kronecker symbol ($= 1$ if $i = j$; $= 0$ if $i \neq j$)</td>
</tr>
<tr>
<td>$\dot{\varepsilon}$</td>
<td>strain rate tensor</td>
</tr>
<tr>
<td>$\dot{\varepsilon}^*$</td>
<td>virtual strain rate tensor associated with $v^*$</td>
</tr>
<tr>
<td>$\dot{\varepsilon}$</td>
<td>equivalent plastic strain rate</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>material parameter (in consistency expression)</td>
</tr>
</tbody>
</table>
\( \varepsilon_r \) radiation emissivity
\( \phi_f \) inward friction flux in workpiece
\( \varphi \) viscoplastic potential
\( \Phi_f \) viscoplastic friction potential
\( \Phi \) functional of velocity field for compressible viscoplasticity
\( \Phi_\omega \) functional of velocity and strain rate fields for compressible viscoplasticity
\( \chi_p \) penalty constant for non-penetration condition
\( \Omega \) domain occupied by the workpiece
\( \partial \Omega \) domain boundary
\( \partial \Omega_c \) part of \( \partial \Omega \) in contact with dies
\( \partial \Omega_s \) part of \( \partial \Omega \) free from contact
\( \dot{\theta} \) volumetric strain rate
\( \dot{\theta}_k \) value of volumetric strain rate at node \( k \)
\( \dot{\theta} \) global vector of nodal volumetric strain rates
\( \rho \) specific mass
\( \rho_r \) relative density
\( \sigma \) Cauchy stress tensor
\( \tau \) equivalent stress
\( \sigma_r \) Stefan-Boltzmann constant
\( \tau \) friction stress vector
Captions

Fig. 1: Variation of coefficients $c$ and $f$ versus the relative density $\rho_r$ (schematic).

Fig. 2: P1+/P1/P1 tetrahedral element.

Fig. 3: Incremental resolution scheme.

Fig. 4: Uniaxial free compression test.

Fig. 5: Comparison between finite element results and analytical solution. Plots of relative density and axial stress vs height reduction.

Fig. 6: Hot compaction step of a connecting rod preform made of aluminium alloy powder. Initial position of the volumetric mesh of the preform and of the surface meshes of the tooling.

Fig. 7: Successive deformed configurations of the preform at 10, 20, 26 and 35% height reduction.

Fig. 8: Intermediate compaction stage (15% height reduction). Relative density distribution.

Fig. 9: Intermediate compaction stage (28% height reduction). Deformed mesh and distribution of relative density in five transverse sections of the preform.

Fig. 10: Distribution of relative density near the end of forming.

Fig. 11: Temperature distribution at the end of the compaction process (°C).
Figure 1: Variation of coefficients $c$ and $f$ versus the relative density $\rho_r$ (schematic).
Figure 2: P1+/P1/P1 tetrahedral element.
Time \( t \) configuration : \( X^t, R^t, T^t \) known

- Mechanical equilibrium resolution \( V^t, \dot{\Theta}^t, P^t \)
- Heat transfer resolution \( T^{t+\Delta t} \)
- Configuration updating
  \[
  X^{t+\Delta t} \equiv X^t + \Delta t V^t \\
  R^{t+\Delta t}_a = R^t_a (1 - \Delta t \dot{\Theta}^t)
  \]
- Eventual automatic remeshing
  - If remeshing, transport from old to new mesh:
    \[
    T^{t+\Delta t}, R^{t+\Delta t}
    \]
- Go to next increment

Figure 3: Incremental resolution scheme.
Figure 4: Uniaxial free compression test.
Figure 5: Comparison between finite element results and analytical solution. Plots of relative density and axial stress vs height reduction.
Table 1: process and material parameters used in the simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial preform height</td>
<td>21 mm</td>
</tr>
<tr>
<td>Maximum height reduction</td>
<td>7.35 mm (35%)</td>
</tr>
<tr>
<td>Punch velocity</td>
<td>100 mm.s⁻¹</td>
</tr>
<tr>
<td>Initial temperature</td>
<td>600 °C</td>
</tr>
<tr>
<td>Initial (uniform) relative density</td>
<td>0.8</td>
</tr>
</tbody>
</table>

\[
f = 0.36 \left( \frac{1 - \rho_r}{\rho_r - 0.64} \right)
\]

\[
c = 1 + 12.14 f
\]

\[
K_0 = 54.5 \text{ MPa.s}^m
\]

\[
m = 0.25
\]

\[
\beta = 4200 \text{ K}
\]

\[
\alpha = 0.2
\]

\[
p_f = 0.25
\]

\[
\rho_{\text{dense}} = 2700 \text{ kg.m}^{-3}
\]

\[
c_p = 1037 \text{ J.kg}^{-1}.\text{K}^{-1}
\]

\[
k_{\text{dense}} = 250 \text{ W.m}^{-1}.\text{K}^{-1}
\]

\[
h_{\text{cd}} = 6000 \text{ W.m}^{-2}.\text{K}^{-1}
\]

\[
T_{\text{die}} = 200 \text{ °C}
\]

\[
b_{\text{die}} = 11200 \text{ J.K}^{-1}.\text{m}^{-2}.\text{s}^{-1/2}
\]

\[
T_{\text{ext}} = 20 \text{ °C}
\]

\[
h_{\text{cv}} = 30 \text{ W.m}^{-2}.\text{K}^{-1}
\]

\[
\varepsilon_r = 0.7
\]