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Abstract

This document describes the software Heliosat-II developed by the Groupe Télédétection & Modélisation, Centre d'Energétique, a joint research unit of Armines and Ecole des Mines de Paris.

The method Heliosat-II was developed by this research group in 2000-2001, partly with the support of the European Commission (project SoDa, contract DG "INFSO" IST-1999-12245, http://www.soda-is.com).

This method converts images acquired by the satellite Meteosat into maps of global irradiation received at ground level. Under concern are the images acquired in the visible band of the Meteosat sensor.

The software was developed in C for a Unix station.

The present document describes the various libraries and procedures. It describes how these can be implemented for the correct execution of the whole method. The procedures described here comprise I/O orders that are to be tailored to the specific format for Meteosat images.

The method can be applied to other geostationary satellites offering similar broadband in the visible range (0.4 – 1.1 µm). The input images are geometrically superimposable images. Calibration coefficients exist that convert digital counts into radiiances (W m⁻² sr⁻¹).

These codes can be downloaded at the Heliosat Web site: http://www.helioclim.org/heliosat.

Revisions

February 2004: the definition of the angle θ, is better expressed (section2.5).
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1. Introduction

This document describes the software Heliosat-II developed by the Groupe Télédétection & Modélisation, Centre d’Energétique, a joint research unit of Armines and Ecole des Mines de Paris.

The method Heliosat-II was developed by this research group in 2000-2001, partly with the support of the European Commission (project SoDa, contract DG “INFSO” IST-1999-12245, http://www.soda-is.com).

This method converts images acquired by the satellite Meteosat into maps of global irradiation received at ground level. Under concern are the images acquired in the visible band of the Meteosat sensor. It was proved that the method Heliosat-II provides better results than its state-of-the-art counterparts do. The accuracy was assessed by the means of a comparison with measurements made in the meteorological network in Europe.

The software was developed in C for a Unix station.

The present document describes the various libraries and procedures. It describes how these can be implemented for the correct execution of the whole method. The procedures described here comprise I/O orders that should not be used as such but should be tailored to the specific formats used by the user for Meteosat images and other data.

The method can be applied to other geostationary satellites offering similar broadband in the visible range (0.4 – 1.1 µm). The input images are geometrically superimposable. Calibration coefficients exist that convert digital counts into radiances (W m^{-2} sr^{-1}).

These codes can be downloaded at the Heliosat Web site: http://www.helioclim.org/heliosat.

What is the accuracy of the method?

We made comparisons between satellite-derived assessments and measurements performed in the world radiation network in Europe and Africa. The results depend upon several parameters; the type of data (high-resolution or B2 format) and the number of pixels whose values are averaged for the comparison with the irradiation measurements.

The following table reports the RMSE (root mean square error) observed for several parameters for irradiation and irradiance. The comparison was made for a single pixel (that containing the station) and for 30 stations WMO in Europe, outside mountainous areas. Averaging over several pixels is the standard procedure used by most researchers, e.g. 5x5 or more. It reduces the RMSE, leaving the bias unchanged.

<table>
<thead>
<tr>
<th>Type</th>
<th>Irradiation (Wh m^{-2})</th>
<th>Type</th>
<th>Irradiance (W m^{-2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hourly values</td>
<td>100</td>
<td>Hourly average</td>
<td>100</td>
</tr>
<tr>
<td>Daily values</td>
<td>600</td>
<td>Daily average</td>
<td>25</td>
</tr>
<tr>
<td>5-days sum of daily irradiation</td>
<td>2500</td>
<td>5-days average</td>
<td>20</td>
</tr>
<tr>
<td>10-days sum of daily irradiation</td>
<td>3500</td>
<td>10-days average</td>
<td>15</td>
</tr>
<tr>
<td>Monthly mean of hourly irradiation</td>
<td>50</td>
<td>Monthly mean for a given hour</td>
<td>50</td>
</tr>
<tr>
<td>Monthly mean of daily irradiation</td>
<td>300</td>
<td>Monthly mean</td>
<td>12</td>
</tr>
</tbody>
</table>

Typical accuracy values expressed as RMSE for irradiation (Wh m^{-2}) and irradiance (W m^{-2}) reached by the method Heliosat-II. Comparison was made for a single pixel and for 30 stations WMO in Europe.

The following table shows the bias and RMSE observed when comparing iradiances obtained by the method Heliosat-II and those measured by 60 stations WMO in Europe and 30 in Africa for one year (Lefèvre et al. 2002). Irradiances are derived from monthly means. This comparison was made for
single pixel (5’ of arc angle in size, approx. 10 km at mid-latitude) and also for cell of 0.5° in size. It shows how the RMSE decreases when data are spatially averaged.

The bias and root mean square error (RMSE) for the assessment of the irradiance for a month are equal to respectively 2 and 11 W m⁻² on small cells. The RMSE may decrease down to 4 W m⁻² if assessments are averaged over cells of 0.5° of arc angle.

The performances are worse for the data in the reduced-resolution B2 format. This format results from a sub-sampling of the high-resolution data. Briefly written, one pixel out of six original pixels is kept. Estimates at the geographical locations of the stations are therefore produced by spatial interpolation of the irradiation assessed for each of the nine closest cells. The distance used is that of Lefèvre et al. (2002). To the inherent error of the method Heliosat-II, is added the interpolation error. Comparisons were performed using 60 stations in Europe and 30 stations in Africa for the same year. The bias and RMSE are better than respectively 3 and 17 W m⁻² for one month and a cell of 5’. The RMSE decreases to 9 W m⁻² for cells of 0.5° in size.

<table>
<thead>
<tr>
<th>Hi-Res images</th>
<th>B2 format</th>
</tr>
</thead>
<tbody>
<tr>
<td>5’ cell</td>
<td>0.5’ cell</td>
</tr>
<tr>
<td>Bias</td>
<td>2</td>
</tr>
<tr>
<td>RMSE</td>
<td>11</td>
</tr>
</tbody>
</table>

Errors (W m⁻²) in assessing SW downward irradiance for a month. In Lefèvre et al. (2002)
2. **Nomenclature**

The following notations are employed in this document.

The following subscripts are used:

- **0**: extraterrestrial or astronomical values,
- **g**: ground related values,
- **c**: clear sky (i.e. cloudless sky) values,
- **b**: overcast sky values.
- **λ**: spectral values.

### 2.1. Astronomical quantities and sun angles

- **t**: the time.
- **θ₀**: the sun zenithal angle.
- **γ₀**: the sun elevation at time **t**, also called the solar altitude angle. **γ₀** is 0° at sunrise and sunset. \( \theta_0 = \pi/2 - \gamma_0 \).
- **α**: the sun azimuth angle.
- **I₀**: the solar constant, that is the extraterrestrial irradiance normal to the solar beam at the mean solar distance. It is equal to 1367 W m\(^{-2}\).
- **I₀\(λ\)**: the spectral distribution of solar radiation outside the atmosphere. It is created by averaging or interpolating values read in published tables, to irradiance for 10 nm intervals centred on the indicated wavelengths. These tables are those of Neckel, Labs (1984), read from Justus (1989) and Rossow *et al.* (1992). Units are W m\(^{-2}\) µm\(^{-1}\).
- **ε**: the correction used to allow for the variation of sun-earth distance from its mean value. It depends upon the day. \( I_0 e(t) \) is the extraterrestrial irradiance for the current day observed on a surface normal to the solar beam.
- **δ**: the declination (positive when the sun is north to the equator: March 21 to September 23). Maximum and minimum values of the declination are +23°27' and -23°27'.
- **DL**: the length of the day, *i.e.* 24 hours or 86400 seconds.
- **ω**: the solar hour angle, expresses the time of the day in terms of the angle of rotation of the Earth about its axis from its solar noon position at a specific place. As the Earth rotates of 360° (or 2π rad) in 24 hours, in one hour the rotation is 15° (or π/12 rad). Given an instant \( t \) in true solar time (TST) expressed in decimal hour, \( \omega = (t-12)\pi/12 \). If \( t \) is Universal Time (UT) in decimal hour, if \( \lambda \) is the longitude (positive eastwards) and if \( \Delta t \) is the correction of time (the so-called equation of time) in decimal hour, then \( \omega = \pi/12 (t + 12λ/π + Δt - 12) \), if \( \lambda \) is in radians, or \( \omega = 15 (t + λ/15 + Δt - 12) \) if \( \lambda \) is expressed in degrees.
- **ω₀₁** and **ω₀₂** are the solar hour angles at respectively sunrise and sunset.

### 2.2. Radiation quantities

The letters **L**, **G**, **D**, **I** and **B** denote the following quantities:

- **L**: radiance (W m\(^{-2}\) sr\(^{-1}\)).
• $G$: global irradiance or irradiation,
• $D$: diffuse irradiance or irradiation (diffuse component of solar radiation),
• $I$: normal direct irradiance or irradiation (beam component of solar radiation normal to the direction of the sun),
• $B$: direct irradiance or irradiation (beam component of solar radiation).

The basic time intervals to which the irradiation values refer are identified by the following subscripts:
• $h$: hourly values (e.g., the integral of the global irradiance observed during one hour, which is the hourly irradiation),
• $d$: daily values (e.g., the integral of the global irradiance observed during one day, which is the daily irradiation),
• $m$: mean monthly values (e.g., the mean value of the hourly irradiation observed during one month for the hour $h$).

Notations for the irradiances and irradiations:
• $G_{0t}(i,j)$ is the horizontal irradiance outside the atmosphere for the time $t$ and the pixel $(i, j)$. $G_{0t}(i,j) = I_0 e(t) \sin \gamma(t,i,j)$. It is expressed in W m$^{-2}$.
• $G_{oh}(i,j)$ is the horizontal hourly irradiation outside the atmosphere for the hour $h$ and the pixel $(i, j)$. It is expressed in W h m$^{-2}$.
• $G_{od}(i,j)$ is the horizontal daily irradiation outside the atmosphere for the day $d$ and the pixel $(i, j)$. It is expressed in W h m$^{-2}$.
• $G_t(i,j), B_t(i,j)$ and $D_t(i,j)$ are respectively the horizontal global, beam and diffuse irradiances at ground level for the time $t$ and the pixel $(i, j)$. They are expressed in W m$^{-2}$.
• $G_{ch}(i,j), B_{ch}(i,j)$ and $D_{ch}(i,j)$ are respectively the horizontal global, beam and diffuse hourly irradiances at ground level under clear sky for the hour $h$ and the pixel $(i, j)$. They are expressed in W h m$^{-2}$.

2.3. Notations for describing the optical properties of the atmosphere and the ground

• $KT_t(i,j)$ is the clearness index for the time $t$ and the pixel $(i, j)$. It is equal to the ratio of the global radiation at ground on a horizontal surface $G_t(i,j)$ to the horizontal radiation outside the atmosphere $G_{0t}(i,j)$: $KT_t(i,j) = G_t(i,j) / G_{0t}(i,j)$. The clearness index may be defined from irradiance or from hourly or daily irradiations: $KT_{oh}(i,j)$ or $KT_{od}(i,j)$.
• $K_t(i,j)$ is the clear-sky index for the time $t$ and the pixel $(i, j)$. It is equal to the ratio of the global radiation at ground on a horizontal surface $G_t(i,j)$ to the same quantity but for clear skies $G_t^c(i,j)$: $K_t(i,j) = G_t(i,j) / G_t^c(i,j)$. It may be defined from irradiance or from hourly or daily irradiations: $K_{oh}(i,j)$ or $K_{od}(i,j)$.
• $T_l(AM2)$ is the Linke turbidity factor for a relative air mass $m$ equal to 2.
• \(m\) is the relative optical air mass. It expresses the ratio of the optical path length of the solar beam through the atmosphere to the optical path through a standard atmosphere at sea level with the sun at the zenith.

• \(\delta(m)\) is the integral Rayleigh optical thickness.

• \(L'(i,j)\) is the radiance observed by the spaceborne for the time \(t\) and the pixel \((i, j)\). It is expressed in \(\text{W m}^{-2} \text{sr}^{-1}\).

### 2.4. Notations for other properties of the site

• \(z\) is the elevation of the site above mean sea level.
• \(p\) is the pressure at site elevation and \(p_0\) is the mean atmospheric pressure at sea level.
• \(\Phi\) and \(\lambda\) are respectively the latitude (positive to the Northern Hemisphere) and longitude of the site (positive eastwards).

### 2.5. Satellite (Meteosat) -related quantities

• \(S_s\) is the sensor spectral response in the visible range, covering approximately the interval \([0.3 \, \mu\text{m}, 1.1 \, \mu\text{m}]\) for Meteosat (unitless)
• \(I_0_{\text{met}}\) is the total irradiance in the visible channel for the various Meteosat sensors \((\text{i.e.} \int_{0.3}^{1.1} I_{0,s} S_s(\lambda) d\lambda)\), in \(\text{W m}^{-2}\)
• \(\rho'(i,j)\) is the apparent albedo observed by the spaceborne sensor for the pixel \((i, j)\). It has no unit and is equal to the bidimensional reflectance, assuming the Lambertian hypothesis.
\[
\rho'(i,j) = \frac{\pi L'(i,j)}{I_{0_{\text{met}}}(t) \sin \gamma(t,i,j)} = \frac{\pi L'(i,j)}{I_{0_{\text{met}}}(t) \cos \Theta(t,i,j)}
\]
• \(\rho'_{\text{cloud}}(i,j)\) is the apparent albedo observed by the spaceborne sensor over the brightest clouds for the pixel \((i, j)\) (unitless) (a quantity specific to the method Heliosat)
• \(\rho'_{g}(i,j)\) is the apparent albedo observed by the spaceborne sensor over the ground under clear skies for the pixel \((i, j)\) (unitless) (a quantity specific to the method Heliosat)
• \(\Theta\) is the angle between the normal to the ground and the direction of the satellite for the pixel under concern. It is the complement to 90° of the satellite altitude angle above horizon. It is called hereafter the satellite viewing angle
• \(\psi\) is the difference between the sun and satellite azimuth angles
• \(a', b'\) and \(CN'_{\text{dark}}\) are the calibration coefficients of the Meteosat radiometer at instant \(t\).

### 2.6. Units, angles and time systems

Each quantity is expressed by the means of unit. For the same quantity, several units may be used. Care should be taken as several equations, especially those comprising constants, are valid for one unit and not another.

Note that the angles are expressed in radian or decimal degree (e.g., 30.2 °).

The True Solar Time (TST) is equivalent to the Local Apparent Time (LAT). This system of time offers the advantage of symmetry of the solar geometry about the north-south line. LMT is the Local Mean Time or clock time. The time UTC, or UT, is the Universal Time Co-ordinated; it is equivalent to the time Greenwich Meridian Time (GMT).
3. Overview of the method Heliosat-II

3.1. Principle of the method

The principle of the method Heliosat-II, as well as most current methods, is that a difference in global radiation perceived by the sensor aboard the satellite is only due to a change in apparent albedo, which is itself due to an increase of the radiation emitted by the atmosphere towards the sensor.

A key parameter is the cloud index $n$, resulting from a comparison of what is observed by the sensor to what should be observed over that pixel if the sky were clear, which is related to the "clearness" of the atmosphere. In principle, it can be written as:

$$n^{t}(i,j) = \left[ \frac{\rho^{t}(i,j) - \rho^{l}(i,j)}{\rho_{\text{cloud}}^{t} - \rho^{l}(i,j)} \right]$$

where

- $\rho^{t}(i,j)$ is the reflectance, or apparent albedo, observed by the spaceborne sensor for the time $t$ and the pixel $(i, j)$: $\rho^{t}(i,j) = \frac{\pi L^{t}(i,j)}{I_{\text{beam}}(i) \cos \theta_{i}(i,j)}$, where $L^{t}(i,j)$ is the observed radiance,
- $\rho^{l}(i,j)$ is the apparent albedo over the brightest clouds,
- and $\rho_{\text{cloud}}^{t}(i,j)$ is the apparent albedo over the ground under clear skies.

If the sky is clear, the apparent albedo $\rho^{t}(i,j)$ is close to the apparent albedo over the ground and the cloud index $n$ is close to 0 (possibly negative). If the sky is overcast, the cloud index $n$ is close to 1 (possibly larger). In brief, the cloud index $n$, or similar quantities depending upon the methods, is a very convenient tool to exploit satellite images.

The basic principle is not always verified. Other parameters may intervene, such as multiple cloud layers and dramatic changes in the ground albedo due to the snowfall or the shadow created by a neighbouring cloud. The change in sensor outputs is not necessarily linked to a change in the optical state of the atmosphere or a change in the optical state does not necessarily translate into a change in the cloud index.

The cloud index should not be confused with the cloud cover. Given an overcast sky, the observer at ground level will report a cloud cover of 8 in okta. This cloud cover will be the same whether there is one single layer of clouds or more, while the cloud index $n$ may be sensitive to the vertical profile of clouds.

The albedos used in the above equation may be constructed from a time-series of satellite images. The optical state of the clear sky is given by a model, often in the form of the global irradiation and its direct and diffuse components and the beam and diffuse transmittances.

Finally, the cloud index $n$ is related to the global irradiation on an hourly (or half-hourly) basis by the means of the clearness index or the clear-sky index. From these hourly irradiations, the daily irradiation can be constructed.

3.2. Operational implementation of the method Heliosat-II

The implementation of the method is composed of four major components, shown in the following figure:

- the computation of the reflectance,
- the computation of the atmospheric reflectance,
• the computation of the cloud index,
• the computation of the irradiation.

These components are briefly described in the following figures. The equations and algorithms are detailed in the following pages.

General scheme of the method Heliosat-II. It is made up of four main components, appearing in red circles.

The first component "reflectance" reads the Meteosat data and calibrates them using external information: $I_{0\text{met}}$ and calibration coefficients. Then, the resulting radiances $L_{\text{sat}}$ are converted into reflectances $\rho_{\text{sat}}$, by the means of the procedure $\text{calcul}\_\text{albedo}$. This procedure uses $I_{0\text{met}}$.

Scheme of the "reflectance" component

The second component "atmosphere" computes the radiances of the atmosphere $L_{\text{atm}}$ for the clear sky for each pixel, by the means of the procedure $\text{calcul}\_\text{Latm}$, using the clear sky library and external information: the elevation $z$ and the Linke turbidity factor $TL$. Then, the resulting radiances $L_{\text{atm}}$ are...
converted into reflectances \( \rho_{atm} \), by the means of the procedure \( \text{calcul}_\text{albedo} \). This procedure uses \( I_{0\text{met}} \).

Scheme of the “atmosphere” component

The third component “cloud index” computes the cloud index \( n \). The reflectances \( \rho_{sat} \) and \( \rho_{atm} \) are inputs to the procedure \( \text{calcul}_\text{rho}_\text{rhoc} \) that uses the elevation \( z \) and the Linke turbidity factor \( TL \) as external information. The outputs are the reflectance \( \rho^* \) and the cloud reflectance \( \rho_c \), which are inputs to the procedure \( \text{calcul}_n \) to produce the cloud index \( n \). This procedure calls upon external data: the ground reflectance \( \rho_g \). In cases where the map of ground albedo needs to be updated, the value \( \rho^* \) is combined with \( \rho_g \) if the sky is clear to produce a new \( \rho_g \) value. The cloud index may be corrected of the influence of the sun glitter at the surface of the ocean if necessary.

Scheme of the “cloud index” component

The fourth component “irradiation” converts the cloud index \( n \) into clear sky index \( K_c \) by the mean of the procedure \( \text{calcul}_\text{Kc} \). The clear sky index is the ratio of the observed irradiation \( G_h \) to the clear sky irradiation \( G_{ch} \) that should be observed at that site and that instant. The formula proposed by Rigollier, Wald (1999) should be corrected and that is the purpose of the procedure \( \text{correction}_\text{Kc} \).
The clear sky index is an input to the procedure \textit{calcul\_Gh} that delivers the global hourly irradiation \textit{Gh}. The procedure calls upon the clear sky library and the elevation and Linke turbidity factors as external information.

\begin{center}
\begin{tikzpicture}
    \node (n) at (0,0) {n};
    \node (k) at (2,0) {Kc};
    \node (gh) at (1,-1) {Gh};
    \node (k_c) at (2,-1) {Kc};
    \node (k_c_cor) at (3,-1) {Correction\_Kc};
    \node (elevation) at (0,-2) {Elevation \(z\)};
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    \node (k_c_cor) at (3,-1) {Correction\_Kc};
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    \path[->] (linke) edge (Calcul\_Gh)
\end{tikzpicture}
\end{center}

\textit{Scheme of the "irradiation" component}

### 3.3. About the data model

The method is independent of the choice of the data model. However, the software was written for the exploitation Meteosat images within a specific data model and this may appear in some procedures.

What should be known of this data model?

For the time sampling in the database, we use the time system of Eumetsat. The time is expressed in half-hour in UTC, noted slot, ranging from 1 to 48. The time support is still the hour, that means that the obtained irradiation value is assumed to be integrated over one hour (hourly irradiation).

Computations are all made in the True Solar Time system for more accurate results.

The irradiation output is obtained for a single pixel in this software. Many researchers average irradiation over contiguous pixels, typically 5 by 5 pixels. This leads to a lower error, as expressed in root mean square error. The bias is unchanged.

The operational implementation at Ecole des Mines is made in such a way that the database contains cloud index and not irradiation values. The cloud index, a quantity ranging between –0.2 and 1.1, is stored as a byte after an appropriate offset and multiplication. Then, computation of irradiation quantities is made on the fly, e.g. through the Web site SoDa (http://www.soda-is.com).

The original structure of the data as images is kept until the computation of the cloud index. Then, another structure is adopted that resembles to what exists for the ground stations in the World Meteorological Organization. For each pixel, is stored a time-series of all cloud indices for a full year. This change of structure appears in the software dealing with the cloud index for the computation of clearness index and irradiation. Actually, what is stored is a couple (slot, cloud index). In the HelioClim database, constructed from B2 images, only 8 slots are available per day. The day is not stored explicitly (number or date). The day is retrieved by the biunivocal relationship between the day and the address of the series of values for this day in the database, knowing that there are eight couples per day.

As the measuring stations in WMO network that have a specific identifier, we defined an identifier in our own nomenclature as follows. Scanning the Meteosat image of 416 times 416 pixels, starting from the upper left corner, we reject pixels that are outside the Earth disk as seen by Meteosat and the pixels
for which the elevation angle under which Meteosat is seen from this location, is smaller than 15° - the physical model being not accurate for such angles. The remaining pixels are labelled by their ranking order; this ranking order is the identifier.

A table is set that offers a correspondence between the identifier, the location of the pixel in lines and rows and the geographical location in latitude and longitude. Also stored are the monthly values of the Linke turbidity factor and the altitude of the pixel.
4. Using the Web services SoDa and HelioClim

The Web services SoDa and HelioClim may be used during the implementation of the method in order to validate the correct implementations of the libraries and of the method.

4.1. Validating libraries implementation

The Soda service offers several resources that were constructed by the means of the same libraries used in Heliosat-II. These resources were carefully checked by three independent teams and through analytical calculations whenever possible.

Launching these resources permits to obtain reference data to which one may compare the outputs of the implemented software. To launch the SoDa service, launch http://www.soda-is.com, then click on "Run the prototype", then select the folder containing the desired resource.

4.1.1. Position of the sun in the sky

Folder "Simulation of Radiation under Clear Skies", resource "position of the sun in the sky". This resource provides, for a given day and a given latitude:

- declination,
- time for sun set and sunrise as well as day length,
- elevation and azimuth of the sun at any instant.

One may validate the correct implementation and use of the library solar_geometry.c. Angles are in decimal degree, time is in decimal hour. Time is the True Solar Time (that is why there is no input in longitude).

4.2. Correct reading of the Linke turbidity factor database

Folder "Climatological Data and Derived Quantities", sub-folder "Climatological Data", resource "Monthly values of Linke turbidity factor". One may get the Linke turbidity factor (TL) for all months for any site. This permits to check the correct reading of the TL values in the files tl.zip collected from the heliosat Web site.

4.3. Simulating the clear sky values

Folder "Simulation of Radiation under Clear Skies", resource "Hourly irradiation for one day". For given day, latitude, longitude, elevation and Linke turbidity factor, this resource predicts the daily profile and sum of hourly irradiation for clear skies using the modified ESRA clear sky used in Heliosat-II. Outputs are the global irradiation as well as its direct and diffuse components for the day and each hour. Time is in decimal hour and is the True Solar Time.

Using this resource permits to validate the correct implementation and use of the library csmodels_lib.c.

4.2. Validating the whole method

The Soda service may also be used in order to compare the outputs of the proposed implementation with the assessments derived from the database HelioClim that can be accessed through the SoDa service "long-term time-series of irradiation / Daily Irradiation / Meteosat-derived data – Europe / Africa".
4.3. Checking data quality

The HelioClim server (http://www.helioclim.net) offers a service that permits to check the quality of irradiation data. This may be useful before any comparison between outputs of the method Heliosat-II and irradiation data acquired by pyranometers. This service is fully described in Geiger et al. (2003). Data are pasted in a box in a form appearing on the browser. An indicator is returned with each data, stating if problems were detected or nor, and if yes, which type of problem.
5. **List of libraries**

<table>
<thead>
<tr>
<th>Name</th>
<th>Object</th>
</tr>
</thead>
<tbody>
<tr>
<td>clearsks_model5_lib.c</td>
<td>Modelling the irradiance and irradiation under clear-skies. Uses the following library</td>
</tr>
<tr>
<td>csmodels_lib.c</td>
<td>Modelling the irradiance and irradiation under clear-skies. Basic functions</td>
</tr>
<tr>
<td>glitter_lib.c</td>
<td>Correction of glitter effects</td>
</tr>
<tr>
<td>helio.h</td>
<td>Not a library. Contains a number of global variables and functions</td>
</tr>
<tr>
<td>map_cloud.c</td>
<td>Is not a library. Is a software including several libraries. Demonstrates how the various components are assembled for obtaining the cloud index</td>
</tr>
<tr>
<td>map_lib.c</td>
<td>Calibration, computation of the reflectance, computation of the clear-sky index, hourly irradiation, clearness index, and daily irradiation</td>
</tr>
<tr>
<td>map_rhog.c</td>
<td>Is not a library. Is a software including several libraries. Demonstrates how the ground albedo can be obtained</td>
</tr>
<tr>
<td>map_rhog_ref.c</td>
<td>Is not a library. Is a software including several libraries. Demonstrates how the reference ground albedo can be obtained</td>
</tr>
<tr>
<td>meteosatlib.c</td>
<td>Geometry of the satellite (elevation, azimuth) with respect to the pixel, and conversion latitude – longitude into satellite co-ordinates row – columns</td>
</tr>
<tr>
<td>solar_geometry.c</td>
<td>Solar geometry, extraterrestial irradiation, time system</td>
</tr>
<tr>
<td>spatio_time_lib.c</td>
<td>Contains functions for getting information about sun geometry, Linke turbidity factor, elevation ... for a given pixel. Includes also functions about leap year and julian days and spatial interpolation</td>
</tr>
</tbody>
</table>

5.1. **Formats used in C**

<table>
<thead>
<tr>
<th>Format</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>char</td>
<td>character, 1 byte</td>
</tr>
<tr>
<td>u_char</td>
<td>unsigned character, 1 byte</td>
</tr>
<tr>
<td>short_int</td>
<td>integer, 2 bytes</td>
</tr>
<tr>
<td>int</td>
<td>integer, 4 bytes</td>
</tr>
<tr>
<td>float</td>
<td>real, 4 bytes</td>
</tr>
<tr>
<td>double precision</td>
<td>real, 8 bytes</td>
</tr>
</tbody>
</table>

All computations should be made in double precision, if real numbers are involved.
5.2. Library "solar_geometry.c"

The library "solar_geometry.c" is made of several procedures for computing the solar geometry and extraterrestrial irradiation. It comprises the following items:

- geometry of the solar beam,
- sunrise, sunset and day length,
- changing the time system,
- position of the sun in the sky,
- extraterrestrial irradiation,
- integrated procedures providing the above parameters for a given day, or on monthly or yearly averages.

5.3. Library "meteosatlib.c"

The library "meteosatlib.c" is made of several useful functions for computing the geometry of the satellite (elevation, azimuth) with respect to the pixel, and to convert latitude – longitude into satellite co-ordinates row – columns.

There are two Meteosat products treated in this library:

1. a high resolution image (noted HR) with 2500 lines and 2500 pixels per line oriented NW (lig 1, col 1) to SE (lig 2500, col 2500). The pixel size is 5 km at nadir. When such coordinates in lines and columns are used, they always refer to the image correctly oriented NW-SE. Note that the acquired image is actually inverse, taken from SE to NW, so that the first pixel acquired within a time frame is the south-easternmost pixel on the image (2500, 2500).

2. a B2 image (noted B2) with 416 lines and 416 pixels per line, subsampled from the high resolution as follows: starting from the first pixel acquired (2500, 2500) are taken every 6 lines and every 6 columns. These selected pixels are noted HRb2 in the high resolution product, and B2 in the B2 product. Thus, a pixel B2 represents a pack of 6x6 HR pixels whose south-easternmost one substitutes the other ones. Note that 6 cannot divide 2500, so that the B2 product ignores the last 4 lines and columns in the acquired direction. The first HRb2 pixel is positioned (10,10) on the high resolution image, while the last one is (2500, 2500) using a correctly oriented HR image.

It comprises the following items:

- converting latitude – longitude to HR co-ordinates and reverse,
- converting latitude – longitude to B2 co-ordinates,
- relationship between HR pixels, HRb2 pixels and B2 pixels in their respective frames,
- elevation angle of the satellite seen from the ground and azimuth (and consequently the satellite viewing angle).
6. Modelling the global, direct and diffuse irradiations under clear-skies

Let note the latitude of the site (positive to the Northern Hemisphere), $\Phi$, its longitude (positive eastwards), $\lambda$, its elevation above mean sea level, $z$, the declination of the sun for the day under concern, $\delta$, and the solar hour angle for the instant $t$, $\omega$. The sun elevation above horizon, $\gamma_{true}^{\text{true}}$, corrected for refraction is given in radians by:

$$
\gamma_{true}^{\text{true}} = \gamma_{true} + D_{\text{refr}}^{\text{true}} \sin \gamma_{S}^{\text{true}} = \sin \Phi \sin \delta + \cos \Phi \cos \delta \cos \omega
$$

$$
D_{\text{refr}}^{\text{true}} = 0.061359 \frac{0.1594 + 1.123 \gamma_{\ell} + 0.065656 \gamma_{S}^{2}}{1 + 28.9344 \gamma_{\ell} + 277.3971 \gamma_{S}^{2}}
$$


The relative optical air mass $m$ expresses the ratio of the optical path length of the solar beam through the atmosphere to the optical path through a standard atmosphere at sea level with the sun at the zenith. As the solar altitude decreases, the relative optical path length increases. The relative optical path length also decreases with increasing site height. A correction procedure is applied, obtained as the ratio of mean atmospheric pressure, $p$, at the site elevation, to mean atmospheric pressure at sea level, $p_0$. This correction is particularly important in mountainous areas. The relative optical air mass at sea level has no unit and is given by Kasten, Young (1989):

$$
m(\gamma_{true}^{\text{true}}) = \frac{1}{\sin \gamma_{true}^{\text{true}} + 0.50572 ((180/\pi)\gamma_{true}^{\text{true}} + 6.07995)^{0.664}}
$$

The Rayleigh optical thickness, $\delta_{0}$, is the optical thickness of a pure Rayleigh scattering atmosphere, per unit of air mass, along a specified path length. As the solar radiation is not monochromatic, the Rayleigh optical thickness depends on the precise optical path and hence on relative optical air mass, $m$. The parameterisation used is based on Kasten (1996) and was modified by Remund, Page (2002) to correct the behaviour of the original model with terrain altitude.

The height correction is given by

$$
p/p_0 = \exp(-z_h/z_h)
$$

where $z_h$ is the scale height of the Rayleigh atmosphere near the Earth surface, equal to 8434.5 meters.

Let corr $\delta_0(\gamma_{true}^{\text{true}})$ be the correction of the integral Rayleigh optical thickness due to the elevation of the site. Remund, Page determined this function for two values of $(p/p_0)$:

<table>
<thead>
<tr>
<th>$\gamma_{true}^{\text{true}}$</th>
<th>corr $\delta_0(0.75)$</th>
<th>corr $\delta_0(0.50)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>$1.248174 - 0.011997 m(\gamma_{true}^{\text{true}}) + 0.00037 m^2(\gamma_{true}^{\text{true}})$</td>
<td>$1.68219 - 0.03059 m(\gamma_{true}^{\text{true}}) + 0.00089 m^2(\gamma_{true}^{\text{true}})$</td>
</tr>
<tr>
<td>0.50</td>
<td>$1.68219 - 0.03059 m(\gamma_{true}^{\text{true}}) + 0.00089 m^2(\gamma_{true}^{\text{true}})$</td>
<td></td>
</tr>
</tbody>
</table>

Given that corr $\delta_0(1)=1$ and assuming that corr $\delta_0(\gamma_{true}^{\text{true}})$ for $(p/p_0)>0.5$, corr $\delta_0(\gamma_{true}^{\text{true}})$ can be determined for any $(p/p_0)$ by piecewise linear interpolation. The integral Rayleigh optical thickness is thus given by:

if $m \leq 20$, ($\gamma_{true}^{\text{true}} \geq 1.9^{\circ}$)

$$
1/\delta_0(m) = \text{corr}_0 \delta_0(p/p_0) \{6.625928 + 1.92969m -0.170073m^2 +0.011517m^3 -0.000285m^4 \}
$$

if $m > 20$, ($\gamma_{true}^{\text{true}} < 1.9^{\circ}$), $1/\delta_0(m) = 10.4 + 0.718 m (p/p_0)$
6.1. The beam component

The beam irradiation for a period ranging from solar hour angles \( \omega_1 \) to \( \omega_2 \), is given by:

\[
B_i(\omega_1, \omega_2) = I_i \varepsilon \frac{Dl}{2\pi} T_{sl}(T_i(AM2)) \int F_d(\gamma, T_i(AM2)) \, d\omega
\]

where

- \( \varepsilon \) is the correction of the variation of sun-earth distance for the day under concern. \( I_i \) \( \varepsilon \) is the extraterrestrial irradiance for the current day observed on a surface normal to the solar beam.
- \( Dl \) is the average length of the day (i.e., 24 hours). The unit of \( B_i \) is Wh m\(^{-2} \) if \( Dl \) is expressed in hours, or J m\(^{-2} \) if \( Dl \) is in seconds.
- \( \omega_1 \) to \( \omega_2 \) are related to two instants \( t_1 \) and \( t_2 \).

\( T_{sl}(T_i(AM2)) \) is a transmission function for beam radiation at zenith (\( \gamma = \pi/2 \)), function of the Linke turbidity factor, \( T_i(AM2) \), and \( F_d \) is a beam angular function. \( B_i \) is set to 0 if the equation leads to a negative value. \( T_{sl}(T_i(AM2)) \) and \( F_d(\gamma, T_i(AM2)) \) are given by:

\[
T_{sl}(T_i(AM2)) = \exp[-0.8662 T_i(AM2) (p/p_0) \delta_d(p/p_0)]
\]

\[
F_d(\gamma, T_i(AM2)) = C_0 + C_1 \sin(\gamma) + C_2 \sin^2(\gamma)
\]

The values of the coefficients \( C_0, C_1 \) and \( C_2 \) are polynomials and are given for three ranges of the solar altitude angle at noon, \( \gamma_i^{noon} \): below 15\(^\circ \), between 15\(^\circ \) and 30\(^\circ \), and over 30\(^\circ \):

- \( \gamma_i^{noon} > 30^\circ \):
  \[
  C_0 = L_{00} + L_{01} T_i(AM2) (p/p_0) + L_{02} [T_i(AM2) (p/p_0)]^2
  \]
- \( 15^\circ < \gamma_i^{noon} \leq 30^\circ \):
  \[
  C_1 = L_{10} + L_{11} T_i(AM2) (p/p_0) + L_{12} [T_i(AM2) (p/p_0)]^2
  \]
- \( \gamma_i^{noon} \leq 15^\circ \):
  \[
  C_2 = L_{20} + L_{21} T_i(AM2) (p/p_0) + L_{22} [T_i(AM2) (p/p_0)]^2 + L_{23} [T_i(AM2) (p/p_0)]^3
  \]

with the \( L_{ij} \) coefficients listed in Table 1. These coefficients, as well as the coefficients \( A_i, B_i, C_i \) and \( D_i \) (see further) are unitless.

| \( \gamma_i^{noon} \) | \( C_0 \) | \( L_{00} \) | \( L_{01} \) | \( L_{02} \) |
|------------------|-------------|-------------|-------------|
| \( \gamma_i^{noon} > 30^\circ \) | -1.7349.10\(^{-3} \) | -5.8985.10\(^{-3} \) | 6.8868.10\(^{-4} \) |
| \( 15^\circ < \gamma_i^{noon} \leq 30^\circ \) | -8.2193.10\(^{-3} \) | 4.5643.10\(^{-4} \) | 6.7916.10\(^{-5} \) |
| \( \gamma_i^{noon} \leq 15^\circ \) | -1.1656.10\(^{-3} \) | 1.8408.10\(^{-4} \) | -4.8754.10\(^{-5} \) |

<table>
<thead>
<tr>
<th>( C_1 )</th>
<th>( L_{10} )</th>
<th>( L_{11} )</th>
<th>( L_{12} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_i^{noon} &gt; 30^\circ )</td>
<td>1.0258</td>
<td>-1.2196.10(^{-1} )</td>
<td>1.9229.10(^{+6} )</td>
</tr>
<tr>
<td>( 15^\circ &lt; \gamma_i^{noon} \leq 30^\circ )</td>
<td>8.9233.10(^{-1} )</td>
<td>-1.9991.10(^{-1} )</td>
<td>9.9741.10(^{-2} )</td>
</tr>
<tr>
<td>( \gamma_i^{noon} \leq 15^\circ )</td>
<td>7.4095.10(^{-1} )</td>
<td>-2.2427.10(^{-1} )</td>
<td>1.5314.10(^{-2} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( C_2 )</th>
<th>( L_{20} )</th>
<th>( L_{21} )</th>
<th>( L_{22} )</th>
<th>( L_{23} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_i^{noon} &gt; 30^\circ )</td>
<td>-7.2178.10(^{-3} )</td>
<td>1.3086.10(^{-1} )</td>
<td>-2.8405.10(^{-3} )</td>
<td>0</td>
</tr>
<tr>
<td>( 15^\circ &lt; \gamma_i^{noon} \leq 30^\circ )</td>
<td>2.5428.10(^{-1} )</td>
<td>2.6140.10(^{-1} )</td>
<td>-1.7020.10(^{-1} )</td>
<td>0</td>
</tr>
<tr>
<td>( \gamma_i^{noon} \leq 15^\circ )</td>
<td>3.4959.10(^{-1} )</td>
<td>7.2313.10(^{-1} )</td>
<td>-1.2305.10(^{-1} )</td>
<td>5.9194.10(^{-1} )</td>
</tr>
</tbody>
</table>

Table 1 Coefficients \( L_{ij} \) for the computation of the \( C_i \) coefficients.

\( F_d(\gamma, T_i(AM2)) \) can be rewritten as a function of \( \omega, \Phi, \hat{\Phi}, T_i(AM2) \):

Copyright Armines / Ecole des Mines de Paris, 2002
\[ F_D(\omega, \Phi, \delta, T_L(AM2)) = B_0 + B_1 \cos \omega + B_2 \cos(2\omega) \]

since
\[ \sin \gamma_S = \sin \Phi \sin \delta + \cos \Phi \cos \delta \cos \omega \]

It comes
\[ B_i(\omega_1, \omega_2) = \frac{D_i}{2\pi} T_{sd}(T_L(AM2)) [B_i \omega + B_2 \sin(2\omega)] \]

with the coefficients \(B_0, B_1,\) and \(B_2\) given by:
\[ B_0 = C_0 + C_1 \sin(\Phi) \sin(\delta) + C_2 \sin(\Phi)^2 \sin(\delta)^2 + 0.5 \cos(\Phi)^2 \cos(\delta)^2 \]
\[ B_1 = C_1 \cos(\Phi) \cos(\delta) + 2 C_2 \sin(\Phi) \sin(\delta) \cos(\Phi) \cos(\delta) \]
\[ B_2 = 0.25 C_2 \cos(\Phi)^2 \cos(\delta)^2 \]

The daily integral is achieved by setting \(\omega_1\) equal to the sunrise hour angle, \(\omega_{SR}\), and \(\omega_2\) to the sunset hour angle, \(\omega_{SS}\), i.e.:
\[ B_{sd} = B_i(\omega_{SR}, \omega_{SS}) \]

6.2. The diffuse component

The diffuse horizontal irradiation, \(D_i(\omega_1, \omega_2)\), over any period defined by \(\omega_1\) and \(\omega_2\), is given by:
\[ D_i(\omega_1, \omega_2) = \frac{D_i}{2\pi} T_{sd}(T_L(AM2)) [D_0 \omega + D_1 \sin(\omega) + D_2 \sin(2\omega)] \]

where \(T_L(AM2) = p/p_0 T_L(AM2)\).

The transmission function at zenith, \(T_{zn}\), is given by
\[ T_{zn}(T_L(AM2)) = -1.5843 \times 10^{-2} + 3.0543 \times 10^{-4} T_L(AM2) + 3.797 \times 10^{-7} T_L(AM2)^2 \]

The coefficients \(D_0, D_1,\) and \(D_2\) are given by:
\[ D_0 = A_0 + A_1 \sin(\Phi) \sin(\delta) + A_2 \sin(\Phi)^2 \sin(\delta)^2 + 0.5 \cos(\Phi)^2 \cos(\delta)^2 \]
\[ D_1 = A_1 \cos(\Phi) \cos(\delta) + 2 A_2 \sin(\Phi) \sin(\delta) \cos(\Phi) \cos(\delta) \]
\[ D_2 = 0.25 A_2 \cos(\Phi)^2 \cos(\delta)^2 \]

The coefficients \(A_0, A_1,\) and \(A_2\), are given by:
\[ A_0 = 2.64631 \times 10^{-4} - 6.1581 \times 10^{-7} T_L(AM2) + 3.41408 \times 10^{-7} T_L(AM2)^2 \]
\[ A_1 = 2.0402 + 1.59451 \times 10^{-2} T_L(AM2) - 1.1161 \times 10^{-7} T_L(AM2)^2 \]
\[ A_2 = -1.3025 + 3.9231 \times 10^{-4} T_L(AM2) + 8.5079 \times 10^{-7} T_L(AM2)^2 \]

with a condition on \(A_0:\)
\[ \text{if } (A_0 T_{zn}) < 2 \times 10^{-4} \text{ then } A_0 = 2 \times 10^{-4} / T_{zn} \]

This condition is required because \(A_0\) yields negative values for \(T_L(AM2) > 6\). It was therefore decided to impose this limiting condition to achieve acceptable values at sunrise and sunset.

The daily integral is achieved by setting \(\omega_1\) equal to the sunrise hour angle, \(\omega_{SR}\), and \(\omega_2\) to the sunset hour angle, \(\omega_{SS}\), i.e.:
\[ D_{sd} = D_i(\omega_{SR}, \omega_{SS}) \]
6.3. The global irradiation

The global irradiation under clear sky, $G_c$, is obtained as the sum of the beam and diffuse horizontal irradiations under clear sky between two instants $t_1$ and $t_2$.

$$G_c (\omega_1, \omega_2) = B_c (\omega_1, \omega_2) + D_c (\omega_1, \omega_2)$$

The parameters $\omega_1$ and $\omega_2$ are respectively set to $\omega_{SR}$ and $\omega_{SS}$ for the computation of the daily global irradiation:

$$G_c (\omega_{SR}, \omega_{SS}) = B_c (\omega_{SR}, \omega_{SS}) + D_c (\omega_{SR}, \omega_{SS}) \Rightarrow G_{cd} = B_{cd} + D_{cd}$$

One may define the global transmittance of the atmosphere for the incident radiation, $T(\theta_b)$, as the sum of the beam and diffuse transmittances:

$$T(\theta_b) = T_{rb}(\theta_b) + T_{rd}(\theta_b)$$

6.4. The library csmodels_lib.c

This library comprises a set of procedures and functions that reproduce the equations of the clear sky model. This model is named model5 in this library. Other functions are available, especially the computation of the Rayleigh optical depth and the Linke turbidity factor, depending on various models.

Several routines compute the following quantities, separately or in a aggregated form:

- clear sky beam transmittance for beam radiation, $\text{Tr}_{rb}$,
- clear sky beam angular function for beam irradiation, $\text{Fb}$,
- clear sky transmittance at zenith for diffuse radiation, $\text{Tr}_{rd}$, and diffuse angular function, $\text{Fd}$,
- clear sky direct irradiance, $B_c$ (in W/m²), beam and horizontal, as well as irradiation (in Wh/m²),
- clear sky diffuse irradiance, $D_c$ (in W/m²), and irradiation (in Wh/m²),
- clear sky global irradiance, $G_c$ (in W/m²), and irradiation (in Wh/m²),
- clear sky daily global irradiation $G_{cd}$ (in Wh/m²), as well direct horizontal $B_{cd}$ and diffuse $D_{cd}$,
- clear sky 24-hourly global irradiation $G_{ch}$ (in Wh/m²), as well direct horizontal $B_{ch}$ and diffuse $D_{ch}$,
- same but averaged over a month,
- same but averaged over a year.

Copyright Armines / Ecole des Mines de Paris, 2002
7. The ground albedo

Given the radiance $L^t_{(i,j)}$ observed by a Meteosat sensor at instant $t$ and for the pixel $(i,j)$, and $I_{o\text{met}}$ the total irradiance in the visible channel for this sensor, the reflectance, or apparent albedo, is:

$$ r^t_{(i,j)} = \frac{\pi L^t_{(i,j)}}{I_{o\text{met}} \varepsilon(t) \cos \theta_s(i,j)} $$

where $\theta_s$ is the sun zenithal angle.

7.1. The reflectance of the ground

The reflectance observed by the sensor $r^t_{\text{sat}}$ under clear skies is a function of the reflectance of the ground, $r^t_{\text{g}}$, the sun zenithal angle, $q_S$, the satellite viewing angle, $q_v$ (i.e., the complement to 90° of the satellite altitude angle) and the difference, $\psi$, of the sun and satellite azimuth angles. At the first order, given the large size of the pixel, the multiple reflection and scattering effects are negligible.

Assuming a Lambertian ground, the reflectance observed by the sensor is (Tanré et al. 1990):

$$ r^t_{\text{sat}}(i,j) = r^t_{\text{atm}}(q_S, q_v, \psi) + r^t_{\text{g}}(i,j) T^t(\theta_s) T^t(\theta_v) $$

where $r^t_{\text{atm}}(q_S, q_v, \psi)$ is the intrinsic reflectance of the atmosphere, caused by the scattering of the incident and upward radiation towards the sensor. It is also called the path reflectance. The parameters $T^t(\theta_s)$ and $T^t(\theta_v)$ are the global transmittances of the atmosphere for the incident and upward radiation.

The principle of reciprocity implies that the same formulation applies to both transmittances.

Numerous works show that the ground is not exactly of Lambertian nature. Vermote et al. (1994) propose several bi-directional models to consider these effects in the simulation of $r^t_{\text{sat}}(i,j)$. From an operational point of view, the method Heliosat-II cannot consider these effects by lack of information. In particular, it would imply the knowledge of the landuse for each pixel of the field of view of the satellite Meteosat and of the associated model.

The influence of the sun zenithal angle $q_S$ is important as well as that of the Linke turbidity factor, which affects the transmittance. The air mass increases with $\theta_s$, causing an increase of the intrinsic reflectance of the atmosphere $r^t_{\text{atm}}$. The transmittance decreases as the turbidity increases, or similarly as the visibility decreases. The difference, $\psi$, of the sun and satellite azimuth angles impacts on the reflectance observed by the sensor, though it is less important than the sun zenithal angle.

The present approach is based upon the modelling of the intrinsic reflectance of the atmosphere, also called the path reflectance, and the atmospheric transmittance. Each term, $r^t_{\text{atm}}$ and $T^t(\theta_s)$ or $T^t(\theta_v)$ is modelled, resulting into the explicit formulation of $r^t_{\text{sat}}$ as a function of $\theta_s$, $\theta_v$, $\psi$ and $r^t_{\text{g}}$. Inversely, this permits to compute $r^t_{\text{g}}$ and $r^t_{\text{cloud}}$.

7.2. The atmospheric path reflectance $r_{\text{atm}}$

Assuming that the scattering by the atmosphere is isotropic, it is conceivable that the path radiance $L_{\text{atm}}$ reaching the sensor is proportional to the path radiance reaching the ground. This path radiance can be expressed using the expression of the diffuse irradiance under clear sky at ground level, $D_v$:

$$ L_{\text{atm}} = (D_v / \pi) (I_{o\text{met}} / I_0) \left( <\cos \theta_v> / \cos \theta_v \right)^{0.8} $$

The ratio $(I_{o\text{met}} / I_0)$ normalises the extraterrestrial irradiance to the Meteosat sensor case. Following Beyer et al. (1996), the ratio $(<\cos \theta_v> / \cos \theta_v)^{0.8}$ empirically corrects for the satellite viewing angle without bias $(<\cos \theta_v> = 0.5)$.

Various tests show that the approach is satisfactory, provided it is restricted to solar zenithal angles and satellite viewing angles less than 75°, as was the case with the method Heliosat-I (Diabaté 1989;
Bauer 1996). It follows that the method Heliosat-II will be unable in principle to accurately estimate the irradiation north of the latitude 65° N, and south of the latitude 65° S.

Knowing the Linke turbidity factor and the site elevation, the path radiance $I_{\text{atm}}$ is computed (procedure calcul_Latm) and (procedure calcul_albedo):

$$p'_{\text{latm}}(\theta, \psi) = \frac{\pi L_{\text{latm}}(i,j)}{I_{\text{atm}} \cos \theta}$$

Finally, we get a quantity $r^*(i,j)$ that is a ground reflectance or ground albedo if the sky were clear at the instant $t$ (procedure calcual-rho_rhoc):

$$r^*(i,j) = \frac{p'_{\text{sat}}(i,j) - p_{\text{latm}}(q_S, q_v, y)}{T(q_S) T(q_v)}$$

where $T(q_S)$ and $T(q_v)$ are assessed by the means of the clear sky model (procedure calcul-rho_rhoc).

Library: clearsky_model5_lib.c (procedures calcul_Latm, calcul_albedo and calcul-rho_rhoc)

### 7.3. Constructing a map of ground albedo

The computation of the cloud index requests the knowledge of the ground albedo $r_{\text{g}}(i,j)$ at each pixel. This map of ground albedo should be constructed before routinely processing the Meteosat data. In a paradoxical way, it is constructed using the Meteosat data, as done in the original method Heliosat (Cano et al. 1986). The principle is the following. Given a time series of reflectances observed by satellite for each pixel, it is assumed that there exist instants for which the sky was clear. I is further assumed that for clear skies, the observed reflectance is less than for cloudy skies, and thus the ground albedo may be computed from the minima of the time series.

The analysis of several years of images from Meteosat shows that it happens that some pixels exhibit very low radiances, similar to those observed during the night, while the sun is well above the horizon. A constraint is imposed on radiances to avoid such cases; they should be greater than 3 percent of the maximal radiance that can be observed by the sensor:

$$L(i,j) \geq 0.03 \frac{I_{\text{max}}(t)}{\pi} + b(t)$$

where $b(t)$ is the calibration coefficient, and more exactly the radiance measured when viewing darkness.

A time series of reflectances $p^*(i,j)$ is obtained from a time series of Meteosat observations (library clearsky_model5_lib.c, procedure calcual_rho_rhoc). To eliminate artefacts in assessing the ground albedo, the time series is restricted to the instants for which the sun zenithal angle $q_S$ is less than the maximum of 50° and $2q_{\text{noon}}/3$, where $q_{\text{noon}}$ is the angle observed at noon, remembering that $q_S$ is less than 75° in any case (see software map_rhog.c). Once the time series established, the first and second minima are searched. The absolute minimum is subject to undetected defects in the original image and is more variable than the second minimum. This second minimum of the series of retained reflectances is the ground albedo $r_{\text{g}}(i,j)$ for this period.

The time series comprises only instants for which

$$q_S > \min\left[ \max(\gamma_{\text{noon}}, (2 \gamma_{\text{noon}}/3)), 40^\circ \right]$$

where $\gamma_{\text{noon}}$ is the elevation angle observed at noon and $\gamma_{\text{noon}}$ is the minimum elevation angle. Below this value, the method Heliosat is not valid. The value is set from experience to 15° ($q_S \leq 75^\circ$), as in Cano et al. All elevation angles in the above equation and others are greater than or equal to $\gamma_{\text{noon}}$.

The period of the time-series should be the shortest as possible in order to take into account the rapid variations of the ground albedo, if any. Compared to the method Heliosat-I, wherein it is preferable to
have one estimate of the ground albedo per slot, the accurate correction of the effects of the sun and satellite angles permits to merge all the slots into the time-series. Thus, the period may be shortened. There is only one map of ground albedo and this map may be used for all slots.

7.4. Constructing a background albedo map

There is no certainty that the time series exhibits at least two clear sky instants and there is no guarantee that the second minimum detected is that of the ground and not a more reflective cloud. There are geographical areas that are covered by clouds for most of the year.

This possibility to have only one albedo map for a period permits to create a background map that allows overcoming the case where at a pixel, no cloudless instant is observed (see software map_rhog_ref.c). Prior being declared a ground albedo, the second minimum is compared to the background value. It cannot be less than half this value and cannot be greater than twice this value. If it is the case, it is set to one of these limits. The result is the ground albedo. Denoting the background value \( \rho_{ref} \), the ground albedo \( \rho_g \) is given by:

\[
\rho_g = \max\{\min(\rho_g, 2\rho_{ref}), \rho_{ref}/2\}
\]

In the specific case of the construction of our database HelioClim, the background map was created by processing all images available for the months of January and December for the years 1985 to 1997. These months were selected as offering less questionable pixels for the whole field of view of the Meteosat satellite. For each pixel, the time-series of reflectances \( p^*_{ij} \) was processed as mentioned above. The background value \( \rho_{ref} \) is equal to the second minimum. If less than 0.05 and if the pixel is over the land, \( \rho_{ref} \) is set to 0.05. This background map was carefully screened by two operators to detect possible defects, using vegetation atlases and other geographical information. It is possible to construct several background maps in cases where changes in albedo are very large.

7.5. Operating in real time with a rolling map of ground albedo

In an operational mode, especially when real time is at stake, a moving period may be adopted. That means that the map of ground albedo is updated. If at an instant \( t \), the cloud pixel is low (clear sky), then a new ground albedo is computed as, e.g., a linear combination of \( p^*_{ij} \) and \( \rho_g \):

\[
\text{new } \rho_g = \left[ a \rho_g + b p^* \right]/(a+b)
\]

where \( a \) and \( b \) are selected in agreement with the duration of the period. E.g., if a period of 7 days is selected with \( n \) slots per day, one may select \( a=7n-1 \) and \( b=1 \). In that way, a complete change in albedo is performed in 7 days if all slots are clear. If \( a=6 \) and \( b=1 \), only 7 clear slots are requested during the period to change the albedo.

In that case, it is important to store albedoes as real numbers and not integers.
8. The computation of the cloud albedo

The albedo of the clouds $\rho_{\text{cloud}}$ has been defined by Cano (1982) as the typical value for the brightest clouds. The histogram of cloud albedoes is flat and it is very difficult to characterise this parameter $\rho_{\text{cloud}}$ by a statistical quantity, such as a mode or a percentile. Costanzo (1994) or Hammer et al. (1997a, b) compute the mean value of the brightest albedoes observed in a time-series of images. The results may depend upon the length of the time-series and of the selected threshold. It should be added that some sites exhibit clear skies during several months (e.g. the Mediterranean basin), making it difficult to find very bright clouds.

The above-mentioned difficulties disappear if one is using calibrated radiances. In this case, we may adopt an actual albedo of the brightest clouds. Rigollier (2000) refers to the maximum value given by Grüter et al. (1986), that is 0.9. According to the experience of L. Wald, who set up several implementations of the Heliosat-I method for various cases, as well as to the works of Möser, Raschke (1983), Grüter et al. (1986), Moussu et al. (1989), Stuhlmann et al. (1990), Raschke et al. (1991) and Wald (1998), this parameter is not a maximum value and should not be taken too high. The effective cloud albedo depends upon the sun zenithal angle. We follow the model proposed by Taylor, Stowe (1984a):

$$\rho'_{\text{eff}}(i,j) = 0.78 - 0.13 \left[ 1 - \exp\left(-4 \cos\left(\theta_S^5\right)\right) \right]$$

However, the parameter $\rho_{\text{cloud}}$ is to be compared to the quantities $\rho^*(i,j)$ that derive from the observed radiances to compute the cloud index $n$. For $\rho^*(i,j) = \rho'_{\text{cloud}}(i,j)$, the cloud index $n$ should be equal to unity. It follows that the same equation should apply to the effective cloud albedo, leading to the apparent cloud albedo $\rho'_{\text{cloud}}(i,j)$:

$$\rho'_{\text{cloud}}(i,j) = \left[ \rho'_{\text{eff}}(i,j) - \rho'_{\text{atm}}(\theta_S, \theta_v, \psi) \right] \frac{T(\theta_S)}{T(\theta_v)}$$

Two constraints are added, gained from experience:

$$\rho'_{\text{cloud}}(i,j) > 0.2, \text{ otherwise } \rho'_{\text{cloud}}(i,j) = 0.2$$

$$\text{and } \rho'_{\text{cloud}}(i,j) < 2.24 \rho'_{\text{eff}}(i,j), \text{ otherwise } \rho'_{\text{cloud}}(i,j) = 2.24 \rho'_{\text{eff}}(i,j)$$

The value 2.24 is the largest anisotropy factor observed by Taylor, Stowe (1984b) for the present geometrical configuration sun-pixel-sensor and thick water cloud.

Library: clearsky_model5_lib.c (procedure calcul_rho_rhoc)
9. **The cloud index and its relationship with the global hourly irradiation**

9.1. **The cloud index**

The cloud index \( n_{t}(i,j) \) is defined as:

\[
 n_{t}(i,j) = \frac{[p^\ast(i,j) - p^t(i,j)]}{p_{\text{cloud}}^t - p^t_{\text{g}}(i,j)}
\]

with the following constraints:

- if \( p^\ast(i,j) < 0.01 \) \( n_{t}(i,j) = 0.0 \)
- if \(-0.01 < [p^\ast(i,j) - p^t(i,j)] < 0.01 \) \( n_{t}(i,j) = 0.0 \)
- if \( [p_{\text{cloud}}^t - p^t_{\text{g}}(i,j)] \leq 0.1 \) \( n_{t}(i,j) = 1.2 \) (arbitrary large value)

The cloud index is limited to \(-0.5\) and \(1.5\).

Library: map_lib.c (procedures calcul_n)

9.2. **The relationship between the cloud index and the global hourly irradiation**

The clear-sky index \( K_{\text{ch}} \) is equal to the ratio of the hourly global irradiation at ground on a horizontal surface \( G_h \) to the same quantity but for clear skies \( G_{\text{ch}} \):

\[
 K_{\text{ch}} = \frac{G_h}{G_{\text{ch}}}
\]

A relationship between the cloud index and the clear-sky index \( K_{\text{ch}} \) was proposed by Rigollier, Wald (1999) as follows:

\[
 n' < -0.2 \quad K_{\text{ch}} = 1.2 \\
 -0.2 < n' < 0.8 \quad K_{\text{ch}} = 1 - n \\
 0.8 < n' < 1.1 \quad K_{\text{ch}} = 2.0667 - 3.6667 n' + 1.6667(n')^2 \\
 n' > 1.1 \quad K_{\text{ch}} = 0.05
\]
Relationship between the clear-sky index $K_{ch}$ and the cloud index $n$

Detailed analyses of the discrepancies between ground measurements and Heliosat-II estimates revealed a bias that is a function of the true solar time. The exact reasons are unknown. They are believed to be a consequence of the approximate modelling of the influence of the solar zenithal angle in the joint assessment of the ground albedo, cloud albedo and instantaneous albedo.

The influence is not large at all and amounts to approximately 1-2% in relative value. However, correcting for bias is very important in climate studies. An additional correction is brought to the clear-sky index, $K_{ch}$:

$$\text{new } K_{ch} = K_{ch} - 0.01(8 \text{ TST} - 104)$$

where TST is the true solar time, and

$$\text{new } K_{\bar{ch}} = \max(\text{new } K_{ch}, 0.05)$$
$$\text{new } K_{\bar{ch}} = \min(\text{new } K_{ch}, 1.2)$$

Obtaining the clear sky index leads to the hourly global irradiation

$$G_b = K_{\bar{ch}} G_{ch}$$

Library: map_lib.c (procedures calcul_Kc, correction_Kc and calcul_Gh)
10. The computation of the daily irradiation and subsequent quantities

The computation of the daily irradiation \( G_d(i,j) \) is based upon the \( N \) assessments of the hourly irradiation \( G_h(i,j) \) made during the day. The equations are the followings:

\[
G_d(i,j) = K_{cd}(i,j) \sum_{h=1}^{N} w_h K_{ch}(i,j)
\]

where \( w_h = \frac{G_h(i,j)}{\sum_{h=1}^{N} G_h(i,j)} \)

It comes

\[
G_d(i,j) = G_{cd}(i,j) \frac{\sum_{h=1}^{N} G_d(i,j)}{\sum_{h=1}^{N} G_h(i,j)}
\]

The estimate is said valid if at least \( N \) hourly irradiations are used in the computation. For each hourly irradiation, the mean solar elevation should be greater than 15°. To account for seasonal variation, \( N \) is set equal to a function of the sun zenithal angle observed at noon, \( \theta_{S\,noon} \).

- if \( \theta_{S\,noon} < 55° \), \( N = 2 \); otherwise \( N = 3 \) for the B2 data (data available every 3 hours)
- if \( \theta_{S\,noon} < 55° \), \( N = 5 \); otherwise \( N = 8 \) when hourly values are available

Other quantities are subsequently computed: the cumulative of the daily irradiation during 5 days or 10 days and the monthly mean of the daily irradiation.

These quantities are said valid if they are computed with at least 60 % of valid daily irradiation. It means that

- 5-days irradiations are made from at least 3 daily estimates (60 %),
- 10-days irradiations are made from at least 6 daily estimates (60 %),
- monthly means of daily irradiation are made from at least 18 daily estimates (60 %).

Library: map_lib.c (procedures calcul_Gh and calcul_Gd)
11. Solving the specific case of sun glitter on the ocean

The pattern of dancing highlights caused by the reflection of the sun from a water surface is called the sun glitter pattern. The surface of the ocean may be differentiated into small, mirror-like facets. At spacecraft altitude, the reflecting facets will not be individually resolved. Therefore, the apparent radiance of the sea surface in any direction will depend on the fraction of the area having the proper slope for specular reflection. The observed glitter pattern shows a radiance decreasing smoothly outward from its centre, since greater and therefore less frequent slopes are required as the distance from the centre increases. As the surface roughness increases with sea state, the pattern broadens and the level of radiance at the centre decreases (Wald, Monget 1983a).

Contrary to the usual case of ground reflectance, the reflectance of the sea is highly variable during a day, ranging from null values to values greater than cloud reflectances (Wald, Monget 1983b). The approach adopted to assess the ground albedo is not effective in the case of the glitter pattern. The glitter pattern is centred on the specular point that is approximately defined as the pixel for which the satellite viewing and solar zenithal angles are equal and the difference of the azimuths of the sun and the satellite is equal to 180° (they are opposite). Far from the specular point, the ocean reflectance is approximately constant and the ground albedo approach is suitable.

Figure 3 exhibits the image acquired in the visible band by the Meteosat satellite. Visible in the middle of the image is the glitter pattern, a circle-like shape in this case. The sun is at its zenith; the specular point is roughly southward of the nadir of the satellite.

Figure 3. Meteosat visible image, taken on 1/1/1994, slot 23. Reflectances increase from black to white. The satellite is located above the Gulf of Guinea. Note the circular clear pattern in this Gulf, at the centre of the image, partly covered by clouds. The Gulf is magnified on the right image.

Within the glitter pattern, another approach should be designed to take into account the fact that the reflectance may be greater than that of a cloud. For practical reasons, it was decided to correct the cloud index in the glitter pattern instead of the reflectance.

A window is defined centred on the specular point. This point is defined as the pixel of the image for which the satellite viewing and sun zenithal angles are the closest and the difference of the azimuths of the sun and the satellite is the closest to 180°. The search is performed between the latitudes 30°N and −30°S approximately. The satellite viewing and zenithal angles should be greater than 40°. Otherwise, no correction is applied. The window is large enough to encompass the largest size of the
glitter pattern: approximately 2000 km in radius. Only are considered the pixels known as belonging to the ocean. For each of these pixels, if the cloud index is greater than 0.2 (\(K_c\) less than 0.8), the sky is said cloudy and no correction is applied. Otherwise, a new window of 3 x 3 pixels is defined centred on the current pixel. One counts the number of pixels exhibiting cloud indices less than 0.2. If this number is strictly greater than 5 (60 % of the total), the current pixel is considered as cloud-free and the cloud index is set to 0.

Figure 4 shows the application of the method on the previous image (Fig. 3). The uncorrected map exhibits cloud indices that are too high in the glitter pattern. They are mistaken as clouds and the resulting irradiation will be too low. Once corrected, the cloud indices offer values that are similar to the other cloudless parts of the ocean. The clouds are not affected by the corrections.

![Figure 4. Map of the cloud index. Left: not corrected for the glitter effects. Note that the glitter pattern is clearly visible. Right: corrected.](image)

Library: glitter_lib.c
12. Calibration of images

Meteosat images should be calibrated in radiance for the correct application of the method Heliosat-II. There are two main sources for this information, both in agreement (Rigollier et al. 2002).

12.1. Calibration coefficients from HelioClim

There are three calibration coefficients

- \(a_t\), a gain for day \(t\),
- \(b_t\), the offset, that is the radiance measured when viewing darkness,
- \(CN_{dark}\), the digital count for the dark.

The calibration coefficients are obtained through the web site HelioClim (see online at http://www.helioclim.org). These coefficients are given for every day. The following figure shows an extract of the answer to the query for day 155 to day 159 of the year 1997.

The radiance \(L_t\) measured by the sensor is given by:

\[ L_t = a_t (DC_t - CN_{dark}) + b_t, \text{ with } L_t \geq 0 \]

where \(DC_t\) is the digital count at \(t\) and at a given pixel. The radiance obtained is in \(W \, m^{-2} \, sr^{-1}\).

12.2. Calibration coefficients from Eumetsat

Calibration coefficients are available on the Eumetsat Web site (Govaerts et al. 1998). Launch http://www.eumetsat.de, then click on ”Data, Products and Services” (on the left), then ”Meteorological Product Extraction and Distribution Service” (on the left), then ”Calibration, gain settings and spectral responses”, then ”Meteosat VIS channel calibration”.

Several couples of coefficients are provided as shown in the table below, extracted from the Eumetsat Web site. The equation for the radiance \(L\) is

\[ L = cs ( DC - DC_0) \]

where \(cs\) is a gain and \(DC_0\) is the space count, that is the digital count observed when viewing the space. The radiance obtained is in \(W \, m^{-2} \, sr^{-1}\).
Example of the outputs of the calibration section of the Web site HelioClim

<table>
<thead>
<tr>
<th>Period</th>
<th>Slots</th>
<th>Meteosat</th>
<th># Obs.</th>
<th>Coef.</th>
<th>Std. Dev.</th>
<th>Space Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan. 1995 to Dec. 1995</td>
<td>24</td>
<td>5</td>
<td>489</td>
<td>0.857</td>
<td>0.0422</td>
<td>4.7</td>
</tr>
<tr>
<td>Jan. 1996 to Dec 1996</td>
<td>24</td>
<td>5</td>
<td>500</td>
<td>0.873</td>
<td>0.0330</td>
<td>4.7</td>
</tr>
<tr>
<td>Mar. 1997 to Dec. 1997</td>
<td>24</td>
<td>6</td>
<td>423</td>
<td>0.862</td>
<td>0.0379</td>
<td>5.7</td>
</tr>
<tr>
<td>Jan. 1998 to May 1998</td>
<td>17,24,28</td>
<td>6</td>
<td>542</td>
<td>0.860</td>
<td>0.0477</td>
<td>5.6</td>
</tr>
<tr>
<td>July 1998</td>
<td>12,14,18,22,24,</td>
<td>7</td>
<td>418</td>
<td>0.873</td>
<td>0.0563</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>28,30,32,34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Calibration coefficients in $\text{W m}^{-2} \text{sr}^{-1}$/count and its associated standard deviation (from Eumetsat Web site)
13. **Elevation and Linke turbidity factor**

These two parameters are necessary in the execution of the method Heliosat-II. They are used in several instants of the execution. They can be obtained through the Web site SoDa for a given geographical site. It is highly recommended to download the files `tbase.zip` for elevation and `tl.zip` for the twelve months of the Linke turbidity factor, to ensure an efficient execution of the method.

The data are stored as images in raw format. One cell is one value. There is one image per month for the Linke turbidity factor. The coverage is the whole Earth, the grid is in latitude and longitude. The grid cell is squared; its size is 1/12 of degree, that is 5’ of arc angle. There are 2160 rows and 4320 columns.

The upper left corner is latitude 90 N and longitude 180 W. The row increases towards South and the longitude increases towards East.

Listings of procedure for reading these files are given below. They are written in PHP. Because they are mostly composed of I/O routines, they should be re-written according to the operating system and programming language.

### 13.1. Elevation

The elevation database originates from the TerrainBase database (1995). The following changes were made. The value 0 means “ocean” (water body). There is no value lower than 0 m. The depressions are set to 1 m. Accordingly 1 m is the smallest value found on land.

**Listing of the procedure getalt.php** (the symbol // denotes comments)

```php
<?
// getalt.php
// looks inside tbase file to extract altitude of a given point
// input are $lat and $lon in decimal degrees
// check if lat. and lon. are filled in. Otherwise, put 45 N and 0 E
if (empty($lat)) $lat = 45.0;
if (empty($lon)) $lon = 0.0;
// check lat. and lon. values
if ($lon > 180) $lon = 180;
if ($lon < -180) $lon = -180;
if ($lat > 90) $lat = 90;
if ($lat < -90) $lat = -90;
// compute cell position
$x = floor(($lon+180)*12);
$y = floor((90-$lat)*12);
// number of bytes to skip
$skp = 2*($y*4320+$x);
$fid = fopen("tbase.bin","r");
// open file
$fid = fseek($fid,$skp);
```
$lb = ord(fgetc($fid));  // there are two bytes per value
$hb = ord(fgetc($fid));  // lb is least significant byte, hb most significant byte
fclose($fid);
//print("Hb: $hb   Lb: $lb ");
if ($hb > 127) $hb = $hb-256;
$alt = $lb+$hb*256;
printf("%d
",$alt);
?>

13.2. Linke turbidity factor

The maps of the Linke turbidity factor were computed by the SoDa project. They result from the fusion of ground measurements and gridded data derived from satellite (clear sky radiances, water vapour) or not (elevation) (Remund et al. 2003, Lefèvre et al. 2003). Root mean square error is 0.7.

Note that the TL values are multiplied by 20 for their storage on one byte in the image.

Listing of the procedure getlinke.php (the symbol // denotes comments)

<?
// getlinke.php
// looks inside tl file to extract TI profiles of a given point
// input are $lat and $lon in decimal degrees
// check if lat. and lon. are filled in. Otherwise, put 45 N and 0 E
if (empty($lat)) $lat = 45.0;
if (empty($lon)) $lon = 0.0;
// check lat. and lon. values
if ($lon > 180) $lon = 180;
if ($lon < -180) $lon = -180;
if ($lat > 90) $lat = 90;
if ($lat < -90) $lat = -90;
// Pixel position on the file, beginning to 0
$x = floor(($lon+180)*12);
$y = floor((90-$lat)*12);
// Number of bytes to skip to reach cell position (1 byte per value)
$skp = $y*4320+$x;
// Month name for the month $i+1
$month = array("jan","feb","mar","apr","may","jun","jul","aug","sep","oct","nov","dec");
for ($i = 0; $i < 12; $i++)
{
    $fnm = sprintf("TL5_%s.bin",$month[$i]);
    $fid = fopen($fnm,"r"); // open the file for the month $i+1
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$bid = fseek($fid,$skp);
$pix = fgetc($fid);
fclose($fid);
$t1 = ord($pix)/20.0; // TL values are stored with a factor 20
printf("%.1f ",$t1);
}
printf("\n");
?>
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