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### Mathematical Morphology Base Operators

- Arithmetic operators
  - Unary: (pixel x parameter, 1 input image)
  - Binary: (pixel x pixel, 2 input images)
- Morphological operators
- Functions:
  - Neighbor selection: min, max, avg
- Reduction operators
  - Global: min, max, sum
  - Local: max, min
- Other operators
  - Threshold, mask, log

---

### Sigma-C, a Dataflow Programming Language

```c
agent foo() { // describe agent interface

    interface { /* ... */ }

    // describe subgraph interface

    map { /* ... */ }

    // describe subgraph bar

    subgraph bar () {

        // describe subgraph interface

        map { /* ... */ }

        // connect agents to subgraph interfaces

        agent a3 = new Subgraph3 (); // ...

        connect (a3. output , a5. input1 ); // ...

        connect (a1. output0 , a2. input );

        connect (input0 , a1. input0);

    }
}
```

---

### Optimisations

- Unrolling of converging loops
- Arithmetic operators aggregation
- Generation of kernel-specific convolutions
- Data parallelization for compute-intensive operators

---

### Results: Execution Times and Energy Consumption

<table>
<thead>
<tr>
<th>Application</th>
<th>MPPA-256 (Sigma-C, 10 W)</th>
<th>MPPA-256 (FPGA, 20 W)</th>
<th>AMD 4-core (OpenCL, 90 W)</th>
<th>Tesla C 2050 (OpenCL, 40 W)</th>
<th>Tesla C 2500 (OpenCL, 240 W)</th>
<th>GMEAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>ar999</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>antino</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>burner</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>deblending</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>id</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>id</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>retina</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>toggle</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
</tbody>
</table>

---

### Future Work

- Other programming models:
  - Phynix/OpenMP on compute clusters, communication library between clusters
  - OpenCL, via local memory package
- Improve data-parallelism to take better advantage of the current architecture
- Implement more complex algorithms: watershed, arrow, labelling, minima, ...

---
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