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Abstract

The mechanical behaviour of a 22Mn-0.6C-0.2V austenitic TWIP steel has been extensively characterised for a variety of strain ratios (from shear to biaxial stretching) using smooth and notched specimens. A constitutive model involving a non-isotropic yield function together with isotropic and/or kinematic hardening satisfactorily represented the experimental database. It was used to estimate local stress and strain fields and to derive a fracture criterion based on the equivalent stress and Lode angle that were expressed to be consistent with the constitutive equations describing the plastic flow behaviour. A weak dependence on hydrostatic stress further improves prediction of fracture initiation, with an average standard error of less than 5% over ten different mechanical tests.
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1. Introduction

Among Advanced High Strength Steels (AHSSs), high carbon, high manganese austenitic twinning-induced plasticity (TWIP) steels offer an excellent compromise between strength and formability (see e.g. [Cornette et al, 2005]) particularly suitable to lightweight automotive applications. Relationships between their microstructure and mechanical properties have been recently reviewed [Bouaziz et al, 2011]. The high work-hardening of these steels relies on complex interactions between solid solution carbon atoms, dislocation glide and intense mechanical twinning, owing to their low stacking fault energy close to room temperature.

The high carbon content of these steels induces thermal activation of dislocation glide (contribution of ~70 MPa to effective stress close to room temperature for a Fe-22Mn-0.6C steel [Bouaziz et al, 2011]) and pronounced dynamic strain ageing (DSA) attributed to complex interactions between carbon atoms and dislocations [Lee et al, 2011]. Serrated yielding and negative strain rate sensitivity have commonly been reported under uniaxial tension under low strain rates [e.g. Bayraktar et al, 2004, Scavino et al, 2010]. The high strain hardening stems from mechanical twins acting as obstacles to dislocation glide [see e.g. Rémy, 1978, Idrissi et al, 2010]). These steels also exhibit a strong anisotropy in plastic yielding, in spite of weak initial texture in the cold rolled + annealed state [Gutierrez-Urrutia et al, 2010, Barbier et al, 2009]. Constitutive modelling of TWIP steels made use of either Hill’s anisotropic criterion [e.g. Chung et al, 2011] or anisotropic criteria developed by Barlat et al. [Chung et al, 2011, Xu et al, 2012] and satisfactorily reproduces the uniaxial tensile and hole expansion behaviour of these materials by proper fitting of model parameters [Chung et al, 2011, Xu et al, 2012].
In spite of their high formability, high manganese TWIP steels are sensitive to abrupt slant fracture under a variety of loading modes. This uncommon behaviour makes diffuse necking criteria [Dorn and Thomsen 1947, Swift 1952] as well as localised necking criteria [Hill, 1952, Marciniak and Kuczynski, 1967] not suitable to describe the formability of this material [Chung et al, 2011]. Intense deformation bands that develop under uniaxial tension have been reported to assist initiation of abrupt fracture [De Cooman et al, 2008, Scavino et al, 2010, Wang et al, 2011]. Under biaxial stretching [Scavino et al, 2010] as well as stamping of real parts [Allain et al, 2008], no localisation band could be experimentally detected whereas the sensitivity to loading rate is negative and slant fracture still may occur without any noticeable reduction in thickness. Fracture surfaces exhibit two populations of dimples. Coarser dimples, often elongated along the rolling direction (RD), have been reported [Xu et al, 2012, Lorthios et al, 2010]. They have been attributed to either decohesion of MnS stringers from the matrix [Xu et al, 2012] or to the coalescence of groups of smaller voids, whose anisotropic shape was consistent with anisotropy in plastic strain [Lorthios et al, 2010]. The volume fraction of such voids is yet very low (typically below 0.2% even close to the fracture surface) and the vast majority of the fracture surface at room temperature exhibits submicrometer-sized dimples. Their nucleation and coalescence mechanisms, although attributed to the coalescence of nano-voids by [Abbasi et al, 2009], are still unclear [e.g. Bouaziz et al, 2011]. Except for the very low quantity of coarser voids, no sign of damage has been evidenced by metallographic observation of fractured specimens.

Phenomenological fracture criteria have been developed to tentatively predict the forming limit diagram of TWIP steels [e.g. Chung et al, 2011b]. They make use of one, or several of the following parameters: the maximum shear stress, \( \tau_{\text{max}} \) (Tresca-type criterion) [Bouaziz et al, 2011], the stress triaxiality, the equivalent stress and the Lode parameter, which is a function of the second and third invariants of the deviatoric stress tensor that enables e.g. axisymmetric stress states to be conveniently distinguished from plane strain. While the plastic strain anisotropy of high-manganese TWIP steels has been extensively studied [Xu et al, 2012, Barbier et al, 2009], their anisotropy in fracture has only been scarcely addressed [Lorthios et al, 2010, Xu et al, 2012]. In the above mentioned fracture criteria, invariants of stress tensors have generally been derived using a von Mises-based formalism, whatever the formalism of constitutive equations. On the other hand, a fracture criterion expressed with the same formalism as that of constitutive equations has already been used (with a Hill-type yield criterion) by [Beese et al, 2010] to predict slant fracture of an aluminium alloy but, to the authors’ knowledge, such an approach has never been reported for TWIP steels.

The objective of this study is to characterise both yield and fracture anisotropy of a Fe-22Mn-0.6C-0.2V TWIP steel, to derive a failure criterion that could be applied for the determination of forming conditions. The fracture criterion makes use of the same formalism as that used in constitutive equations to provide a homogeneous framework for the mechanical analysis of forming tests. In addition, this study aims at getting more insight into the physical fracture mechanisms, including the effect of mechanical twinning and stress state.

### 2. Materials and experimental procedures

#### 2.1. Material

A Fe-22Mn-0.6C austenitic TWIP steel was provided as a bare 1.5-mm-thick cold-rolled and annealed sheet. Its chemical composition is reported in Table 1. The average grain size is about 3 µm (Fig. 1a), with some segregation bands visible throughout the sheet thickness (Fig. 1b). Due to the low thickness of these bands, no electron probe microanalysis was conducted to determine their chemistry but they are supposed to stem from manganese segregation. They did not interact with the appearance of fracture surfaces, so that they are no longer considered in the following of this paper. The average chemical composition yields a low value of the stacking fault energy (about 20 mJ.m\(^{-2}\)) at room temperature together with thermally-activated dislocation glide, so that this material may deform with intense mechanical twinning without any detectable austenite-to-martensite phase transformation [e.g.
Scott et al, 2005, Allain et al, 2004] in agreement with Schumann’s diagram [Schumann, 1972]. Vanadium carbides are known to increase the yield strength by interacting with dissociated partial dislocations [Yen et al, 2012]. A resulting contribution to the effective stress of around 140 MPa has been reported for a steel of similar chemical composition and grain size [Scott et al, 2011]. Carbides also decrease the sensitivity of the steel to delayed hydrogen-assisted cracking [Malard et al, 2012].

Table 1: Chemical composition of the investigated TWIP steel (wt%)

<table>
<thead>
<tr>
<th></th>
<th>Fe</th>
<th>Mn</th>
<th>C</th>
<th>V</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>base</td>
<td>22</td>
<td>0.6</td>
<td>0.2</td>
<td>0.0008</td>
<td></td>
</tr>
</tbody>
</table>

In the following, RD, TD, ND and DD respectively denote the rolling direction, transverse direction, sheet normal and diagonal direction (i.e. at 45° from RD in the (RD, TD) plane). All investigations were carried out in laboratory air, at room temperature with full-thickness specimens, unless otherwise stated.

![Microstructure of the Fe-22Mn-0.6C-0.2V TWIP steel](image)

**Figure 1:** Microstructure of the Fe-22Mn-0.6C-0.2V TWIP steel. (a) Grain morphology (light optical micrograph, electrolytic etch with a Struers® A2 solution), (b) segregation bands (scanning electron micrograph, secondary electron imaging, colloidal silica finish).

### 2.2. Uniaxial tensile tests

Uniaxial tensile (UT) dogbone specimens (60 x 12.5 mm$^2$ in gauge) were cut along RD, TD and DD and pulled in tension with an elongation rate of $4 \times 10^{-4}$, $4 \times 10^{-3}$ and $4 \times 10^{-2}$ s$^{-1}$ in a 250 kN MTS servohydraulic machine equipped with a 50 kN load cell. Two specimens were used per testing condition. Axial elongation was recorded using a 9-mm-gauge extensometer. The reduction in width was monitored using a clip extensometer attached to the central part of the gauge region. The Lankford coefficient, $r_d$ ($d$ being the loading direction), was calculated as the ratio between logarithmic plastic strain along the specimen width to that along ND. To this aim, an isochoric assumption was made, consistently with reported very low level of porosity even at fracture [Lorthios et al., 2010].

High strain rate uniaxial tension tests were carried out along RD using an Instron high-speed machine, with a specific dogbone specimen having a 65 x 9 mm$^2$ or a 65 x 11 mm$^2$ gauge part. One specimen was used per testing condition and geometry. Both geometries yielded similar results. The load was calculated from elastic deformation of strain gauges fixed to one end of the specimen. A laser extensometer was used for axial strain measurements. For the two selected elongation rates (50 s$^{-1}$ and 110 s$^{-1}$), self-heating of the specimen did not exceed 100°C during the test, which should not change the deformation mechanism of this material.
To investigate the possible influence of mechanical twinning on the fracture mechanism, additional UT tests were carried out at 400°C along RD and TD with a 100 kN MTS servohydraulic machine fitted with a radiation furnace. The temperature was monitored using a K-type thermocouple spot-welded onto the centre of the gauge part. Two other thermocouples were spot-welded at either end of the gauge part. A smaller specimen geometry (30 x 4 mm$^2$ in gauge) was selected and a muffle was placed around the specimen to reduce the temperature gradient to less than ±10°C. The average axial strain was continuously monitored using an extensometer attached to the gauge part (gauge length 10 mm). As deformation under UT loading may be very heterogeneous in Hadfield steels [Dastur and Leslie, 1981, Owen and Grujicic, 1998, Canadine et al, 2008, Renard et al, 2010] and TWIP steels [Alain, 2004, Chen et al, 2007, Lebedkina et al, 2009, Zavattieri et al, 2009], the effect of specimen geometry was tested at room temperature, along RD (one specimen), with an elongation rate of 4.10$^{-2}$ s$^{-1}$ by comparison with the above mentioned UT tests on larger specimens. Tensile curves were superimposed with reproducibility better than 3%. At 400°C, the strain rate sensitivity was evaluated along RD with elongation rates of 10$^{-5}$, 4.10$^{-5}$, 8.10$^{-5}$, 4.10$^{-4}$ and 4.10$^{-2}$ s$^{-1}$. Two specimens were used for each condition and yielded very reproducible results, both for tensile curves and fracture modes.

2.3. Reverse shear tests

The Bauschinger effect was evaluated by reverse shear tests carried out with a 45 x 30 mm$^2$ specimen geometry and a loading rate of 500 N.s$^{-1}$. The shear direction was parallel to TD and displacement along RD was precluded. Fiducial marks together with a camera were used to derive the engineering shear strain, $e_{12}$. The engineering shear stress, $\sigma_{12}$, was calculated as the applied load (i.e. along TD) divided by the specimen width and thickness. Monotonic tests were carried out up to fracture, which occurred close to the grips. As a consequence, these tests could not be used to assess damage and fracture under shear loading. The Bauschinger effect was determined by loading the specimen up to a maximum value, $e_{12}^{max}$ of 0.05, 0.1, or 0.2, then unloading and applying immediately the load along the reverse direction until $e_{12}$ reached at least -0.1.

2.4. Tensile tests on notched specimens

Double edge, U-notched tensile specimens with a minimum width of 10 mm, a notch depth of 2 mm and a notch radius of 2 mm (DENT2), 1 mm (DENT1) or 0.5 mm (DENT05) were pulled in tension using the same set-up as for room temperature UT tests at low strain rates. For every notch radius, two specimens were tested along each of the RD, TD, and DD directions, with prescribed load line displacement rate of 0.5 mm.min$^{-1}$. The notch opening (recorded using clip extensometers) vs. time curves (one for each notch) did not differ by more than 3.4%, so that only values of notch opening averaged over both notches are reported here for a given specimen. The effective stress (i.e. load divided by initial value of the area between notches) was plotted as a function of notch opening. For some additional specimens (one DENT2 and one DENT05 for both RD and TD directions), a digital image correlation system was used to monitor strain fields. It consisted of a 2448 x 2050 pixel$^2$ camera fitted with the Aramis$^{\text{TM}}$ software [GOM]. A random speckle was deposited on one side by use of acrylic painting. 0.35 x 0.35 mm$^2$ regions were used for image correlation, with a recording rate of 0.2 up to 1 frame per second. Logarithmic strain fields were derived from displacement field calculations, with a spatial resolution of 0.2 to 0.4 mm depending on specimen geometry.

To investigate a variety of loading modes by still using a UT testing facility, more complex specimens were also selected. An in-plane double edge notched shear (DENS) specimen was designed after that used by [Brünig et al, 2008] for aluminium alloys, both with or without spherical-cap-shaped side grooves (specimen geometry illustrated below together with the results). The aim of these tests was to characterise the fracture behaviour at near-zero hydrostatic stress. Specimens were cut along RD and TD and pulled in tension with an electrical-mechanical Zwick testing machine, with prescribed load line displacement of 0.17 mm.s$^{-1}$. In contrast to [Brünig et al, 2008], specimen ends were clamped in grips to avoid premature failure that could occur at high loads around holes. Some slipping was sometimes observed, so that the strain field monitoring technique was systematically used in the same conditions as previously mentioned.
Double side notched tensile (DSNT) specimens were used to localise strain within a band tilted by 45° with respect to the sheet plane and loading direction, to reproduce the geometry of slant fracture [McClintock & Argon, 1966]. The notches were perpendicular to the loading direction, but not in front of each other. The digital image correlation technique was used to monitor strain field at one edge of the specimen. Two specimens were tested along each of the RD and TD directions, with prescribed load line displacement rate of 0.1 mm.s⁻¹.

To tentatively interrupt crack propagation and study damage development ahead of the crack tip, single edge notched Kahn-type specimens [ASTM 1996] were pulled in tension parallel to RD, the crack propagating along TD (RD-TD orientation) or vice versa (TD-RD orientation). Owing to the high forming ability of the steel, extensive buckling occurred and hindered mechanical analysis of these tests. However, crack propagation could be arrested to investigate damage development by metallographic techniques.

2.5. Metallographic observation of tested specimens

All fracture surfaces were examined by scanning electron microscopy (SEM), in the secondary electron imaging mode, using either a Leo 1450VP or a Shottky-field emission gun Zeiss DSM 982 Gemini microscope fitted with X-ray energy dispersive spectrometry (EDX). Kahn-type specimens containing arrested cracks were observed in cross-section after conventional polishing followed by a colloidal silica finish. Microtomographic observations close to one of these cracks have already been reported elsewhere [Lorthios et al, 2010].

3. Experimental results and discussion

3.1. Uniaxial tensile behaviour

Figure 2: Engineering stress-strain curves under uniaxial tension. (a) Effect of the loading direction; strain rate sensitivity (b) at room temperature, (c) at 400°C, and (d) at both (loading along RD).
Table 2: Room temperature uniaxial tensile properties of the Fe-22Mn-0.6C-0.2V material. Values of strength for higher elongation rates are only indicative due to load oscillations (propagation of elastic waves)

<table>
<thead>
<tr>
<th>Loading direction</th>
<th>Elongation rate (s(^{-1}))</th>
<th>Yield strength (MPa)</th>
<th>Tensile strength (MPa)</th>
<th>Fracture elongation (%)</th>
<th>Lankford coefficient, (r)</th>
<th>Logarithmic reduction of thickness at fracture</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD</td>
<td>4.10(^{-4})</td>
<td>442</td>
<td>1137</td>
<td>35; 58</td>
<td>0.87</td>
<td>0.37; 0.41</td>
</tr>
<tr>
<td></td>
<td>4.10(^{-3})</td>
<td>483</td>
<td>1101</td>
<td>42; 61</td>
<td>0.41; 0.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.10(^{-2})</td>
<td>525</td>
<td>1066</td>
<td>45; 46</td>
<td>0.43; 0.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50 (oscillations)</td>
<td>~1115</td>
<td></td>
<td>45</td>
<td></td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>110 (oscillations)</td>
<td>~1130</td>
<td></td>
<td>47</td>
<td></td>
<td>0.45</td>
</tr>
<tr>
<td>TD</td>
<td>4.10(^{-4})</td>
<td>514</td>
<td>1170</td>
<td>43; 41</td>
<td>1.40 down to 1.26</td>
<td>(not available)</td>
</tr>
<tr>
<td></td>
<td>4.10(^{-3})</td>
<td>539</td>
<td>1162</td>
<td>43; 52</td>
<td></td>
<td>(average 1.30)</td>
</tr>
<tr>
<td></td>
<td>4.10(^{-2})</td>
<td>554</td>
<td>1093</td>
<td>48; 50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DD</td>
<td>4.10(^{-4})</td>
<td>515</td>
<td>1149</td>
<td>48; 56</td>
<td>0.91</td>
<td>(not available)</td>
</tr>
<tr>
<td></td>
<td>4.10(^{-3})</td>
<td>545</td>
<td>1114</td>
<td>45; 52</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.10(^{-2})</td>
<td>575</td>
<td>1086</td>
<td>59; 50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The high levels of strain hardening, fracture strength and fracture elongation, typical of TWIP steels, are illustrated in Fig. 2 and Table 2. The strain rate sensitivity was negative at lower strain rates with the main contribution coming from work hardening. For higher strain rates, the sensitivity became positive. At room temperature, serrations were observed for strain rates lower than 4.10\(^{-2}\) s\(^{-1}\) and axial elongation higher than about 20%. For this reason, only values of strain averaged over the gauge part of smooth specimens are reported in the following. Some experimental scatter was found for yield strength (less than 8%) and tensile strength (less than 7%) due to strain instabilities. These were related to propagation of Piobert-Lüders-type bands along the gauge part of the tensile specimen [e.g. Allain et al, 2008]. Such phenomena are referred to as “dynamic strain ageing” (DSA) in the following. They induced strong variation in the values of Lankford coefficients. Consequently, some additional UT tests were carried out using the DIC technique to extract the Lankford coefficients reported in Table 2.

Anisotropy in strength was low (about 30 MPa) at the onset of plastic deformation, consistently with the very weak crystal orientation texture and morphological texture in this material. In a fine-grained Fe-22Mn-0.6C TWIP steel, [Barbier et al, 2009] showed that anisotropy increases with work hardening, due to the gradual development of texture components induced by both plastic slip and intensive twinning. Anisotropy in plastic strain was higher than that in strength.

For low strain rates, fracture occurred abruptly, right after propagation of a Piobert-Lüders-type band, probably somewhat before the Considère strain instability criterion was reached. This induced scatter in fracture elongation. For this reason, all available experimental values have been reported in Table 2.

At 400°C, strain hardening was still high but strength and fracture elongation were much lower than at room temperature. Pronounced necking occurred well before fracture, indicating a more stable ductile fracture process than at room temperature. No serration was detected in tensile curves. The strain rate sensitivity was negative for strain rates lower than 4.10\(^{-4}\) s\(^{-1}\). At 400°C, pseudo-DSA is thus still present, in certain conditions, even if no mechanical twinning is expected to occur [e.g. Bouaziz et al, 2010]. Conversely, mechanical twinning may occur together with positive strain rate sensitivity (e.g.
3.2. Bauschinger effect

A strong Bauschinger effect was evidenced in shear loading (Fig. 3). It increased with increasing $e_{\text{max}}$ (Fig. 3a). The kinematic contribution to hardening was about 50% of the applied stress, so that its evolution with $e_{\text{max}}$ was not linear. This result is in agreement with those reported by [Bouaziz et al, 2008] in a vanadium-free Fe-22Mn-0.6C alloy. The contribution of isotropic hardening increased almost linearly with $e_{\text{max}}$, the slope being about 1740 MPa per unit strain (Fig. 3b).

3.3. Tensile behaviour of notched specimens

3.3.1. Double edge notched specimens

As in UT tests, only a slight anisotropy in strength and in fracture elongation was found with DENT specimens (Fig. 4a). The reproducibility of curves was better than 5 MPa (for a given notch opening) except for DENT05 specimens along TD, for which a difference by about 10 MPa was noticed for notch opening lower than 0.5 mm. Notch opening at fracture differed by less than 0.1mm between the two tests per condition. The notch radius did not significantly influence the load vs. notch opening curve (Fig. 4b) but strongly affected notch opening at fracture. No serration was detected in these curves. Constraints induced by the notches may have forced intense deformation bands, if any, not to propagate across the entire specimen. Although fracture occurred in an unstable manner, the DIC system was able to capture one image of a DENT05 specimen loaded at 0.5 mm.min$^{-1}$, with one crack initiated from each of the notch roots (Fig. 4c). The logarithmic reduction in thickness at fracture, evaluated in the SEM, was about -0.45±0.05 at each notch root, i.e., at crack initiation, and almost the same (-0.42 ±0.02) along the fracture ligament (representative of crack propagation). The values were identical to those measured in UT for strain rates higher than 4.10$^{-2}$ s$^{-1}$ (-0.45±0.01), whereas for lower strain rates (4.10$^{-3}$ and 4.10$^{-3}$ s$^{-1}$, respectively), the logarithmic reduction in thickness was slightly lower (-0.39±0.03 and -0.42 ±0.02, respectively).
Figure 4: Plastic yielding and fracture of DENT specimens. (a,b) Effects of loading direction and notch radius (curves have been artificially shifted by 1 mm for better readability); (c) image captured with the camera showing cracks initiated from both notch roots (NT0.5 pulled along RD at 0.5 mm.min\(^{-1}\) superimposed to corresponding major (axial) engineering strain field measured by DIC.

### 3.3.2. Double edge notched shear specimens

The experimental behaviour of DENS specimens is reported in Fig. 5, together with model predictions that are introduced in Section 4. Load vs. notch opening curves of ungrooved DENS specimens (Fig. 5a) exhibited a slight upward curvature for displacements higher than about 3 mm. This was due to a gradual change in specimen geometry that induced stiffening (Fig. 5b). This was not observed by Brünig et al. [Brünig08], whose aluminium alloy did not exhibit the outstanding strain ability of TWIP steels. Anisotropy in strength was not negligible (about 6%). Significant rotation of the specimen was precluded by the fixture system. However, the bending stiffness of the machine was not high enough to suppress translation of the specimen ends perpendicular to the loading axis (Fig. 5b). At fracture, deformation was not constrained to the central part of the gauge region but extended from one notch root to the other, with a maximum value of about 0.4.

Grooved specimens fractured with much lower notch opening than ungrooved ones (Fig. 5c), and showed an anisotropy in strength of about 9%. Unlike for the other tests, specimens loaded along RD were slightly stronger than those loaded along TD. Fracture initiation occurred close to the centre (Fig. 5d) and strain was kept constrained between the grooves (Fig. 5d), with a maximum shear strain of about 0.59 at fracture. At the centre of the grooves, pure shear strain (at least from in-plane components) dominated throughout the test, so that this specimen was considered to be tested in conditions close to pure shear.
3.3.3. Double side notched tensile specimens

The experimental behaviour of DSNT specimens is reported in Fig. 6, together with model predictions that are introduced in Section 4. Load vs. load line displacement curves (Fig. 6a) showed no change in curvature, a slight anisotropy in strength and, again, abrupt fracture with no detectable softening. The local behaviour (Fig. 6b) was determined by using an effective stress (i.e., load divided by specimen width and by the distance between notch roots along the sheet thickness, i.e. 1 mm) and by averaging axial elongation over the gauge region of DIC measurements (length 3.42 mm, centred at specimen centre). In the model, due to the mesh geometry, axial elongation was averaged over 3.50 mm. The slight difference (about 2%) between gauge length used in DIC measurements and in the model, respectively, is not expected to significantly affect the results. The crack propagated at about 47° from the loading axis (see inlet in Fig. 6b). Determination of fracture strain was out of reach of DIC measurements due to a limit in spatial resolution but it was higher than 0.3. With the spatial resolution...
of DIC, strain localisation seems to have occurred between the two side notches (Fig. 6c). No variation in width was detected. The loading mode was thus close to generalised plane strain conditions.

Figure 6: Results of tests on DSNT specimens. (a) Load vs. load line displacement curves; (b) Experimental and predicted effective stress vs. elongation curves (elongation averaged over 3.42 mm from DIC measurements and over 3.50 mm for model prediction), edge view of undeformed FE mesh and of fractured specimen; (c) major strain at fracture: DIC measurements and prediction of the “R” model (edge view).

3.4. Damage development and fracture mechanisms

Dimpled ductile fracture occurred for all specimens (Fig. 7). As already evidenced in this material [Lorthios et al, 2010, Xu et al, 2012], coarse cavities, strongly elongated along RD whatever the specimen geometry and loading direction, were found in fracture surfaces (Fig. 7a). Microtomography measurements [Lorthios et al, 2010] showed that (i) these cavities resulted from coalescence of smaller voids aligned along RD, (ii) their volume fraction was very low even close to the fracture surface (about 0.06% in average and locally not higher than 0.2% over 1mm from the fracture surface), and (iii) their anisotropic shape was consistent with plastic yield anisotropy as measured in UT with Lankford coefficients. They were mainly located between mid-thickness and quarter-thickness. A possible influence of the banded structure cannot be ruled out even if the distance between such coarse cavities (about 20-50 µm) does not scale with that between segregation microbands (a few µm, see Fig. 1b). No damage could be detected in any metallographic cross-section, even at the tip of arrested cracks (Fig. 7d).
Figure 7: Fracture surfaces of specimens tested at room temperature with low loading rates. (a) Coarse cavities and finer dimples observed after UT along (a) RD and (b) DD directions. (c) Higher magnification view of smaller dimples with some tiny spherical particles indicated with black circles. (d) Tiny microcracks ahead of the crack tip in a cross-section of a Kahn specimen (test interrupted during stable crack propagation).

Figure 8: Fracture surface of a UT specimen pulled along RD at 110 s\(^{-1}\).
Fracture surfaces mainly consisted of submicrometer-sized dimples (0.1-0.5µm in size), involving very limited void growth, as reported in literature [Bayraktar et al, 2004, Abbasi et al, 2009, Scavino et al, 2010, Chung et al, 2011] Consequently, void initiation mechanisms were difficult to observe. In some UT and DENS specimens, tiny spherical particles (about 40 nm in diameter) were found inside dimples (Fig. 7c). Their size was compatible with the size distribution of vanadium carbides (VC) in vanadium bearing Fe-22Mn-0.6C austenitic steels [Dumay, 2008], with particles having an average diameter of 7 nm, 3% of the particles being in the range 20-60 nm. In a vanadium-free material, larger dimples of about 1-2 µm in size were found instead [Allain, 2004].

To determine whether void nucleation in the investigated material could entirely be attributed to VC particles higher than about 20 nm in size (i.e. to about 3% of the VC particles), the number density of these particles was roughly estimated. It was assumed that almost all vanadium atoms were trapped into stoichiometric (NaCl type) precipitates. The number density of precipitates was estimated by considering that all precipitates had the same diameter (7 nm). Then, by only considering 3% of these particles, the distance between coarser precipitates was calculated to about 30 µm. Even if strong approximations were made in this simple model because the actual size and spatial distributions of VC particles were not known, such a distance is by far higher than the size of finer dimples in Fig. 7. This suggests that voids could initiate from either much finer precipitates that could not be imaged in the SEM, or even elsewhere, owing to e.g. complex interactions between carbides and mechanical twins. Even if cross-section observations in the TEM would be possible by taking a thin foil close to the fracture surface (e.g. by focused ion beam milling techniques), further deformation due to void coalescence may have strongly modified the deformation microstructure (dislocation distribution and microtwins) after dimple nucleation.

Fracture surfaces of specimens tested at room temperature were similar whatever the elongation rate (Fig.7, Fig. 8), hence, whatever the strain rate sensitivity (Fig. 5). This suggests that the void nucleation and coalescence mechanisms are not significantly affected by the strain rate sensitivity, possibly because intense strain localisation induces high strain rates at a very local scale, whatever the loading conditions applied in the present study.

At 400°C, slant fracture was also observed. Primary dimples were more widely open than at 20°C (Fig. 9). The origin of these elongated cavities was clearly evidenced to be coalescence of smaller, aligned cavities as already observed at room temperature. Finer dimples were significantly larger (more than 1 µm in average size) than those found at room temperature (compare Fig. 7 with Fig. 9). This confirms that despite its negative strain rate sensitivity (at least for low elongation rates), the considered material was less sensitive to strain localisation at 400°C than at room temperature.

Figure 9: Fracture surface after UT testing at 400°C along RD: coarser cavities and finer dimples.
4. Mechanical analysis of experiments and derivation of a fracture criterion

To derive a fracture criterion from available experimental data, stress and strain fields had to be determined at fracture initiation as accurately as possible. To this aim, mechanical analysis of all tests was carried out by using a finite element approach using the general purpose, implicit code “Z-set” [Besson and Foerch, 1997]. As physical mechanisms of fracture initiation were still unclear, a phenomenological model was selected. Unlike recent micromechanical approaches [Allain et al, 2004, Bouaziz et al, 2008, Gil Sevillano, 2009, Soolami et al, 2011, Favier and Barbier, 2012, Steinmetz et al, 2013], and unlike models based on dislocation and twinning theory (e.g. [Liu et al., 2015]), the constitutive behaviour of this material was also described using a phenomenological approach to provide a unique framework for plastic flow and fracture modelling. The DSA phenomenon was not taken into account in this model. As fracture occurred abruptly at room temperature, without significant softening or extended damage development, only a fracture initiation criterion was considered. No coupling between plastic yield and damage development was thus introduced in the model.

4.1. Constitutive equations

From experimental results, anisotropy in strength appears from the beginning of plastic yielding and gradually develops, so that it was chosen to represent it by an anisotropic yield criterion, together with either only isotropic (“R” model) or mixed isotropic and kinematic (“R + X” model) contributions to hardening. Isotropic elastic properties were assumed (Young’s modulus of 170 MPa and Poisson ratio of 0.3). Three yield criteria were considered, namely, a von Mises yield criterion, the anisotropic criterion developed by Barlat et al. [Barlat et al, 1991] and the Bron-Besson anisotropic yield criterion [Bron and Besson, 2004]. Full identification of constitutive parameters and numerical simulation of all tests showed very similar results for the two anisotropic criteria, so that only results obtained using the criterion by [Barlat et al., 1991] are reported here. Isotropic hardening was described using a Voce-type formulation; description of kinematic hardening was derived from the Armstrong-Frederick formulation. Note that such a model has already been used to describe the anisotropic plastic flow in various materials under complex loading paths [Laurent et al, 2009; Shinohara et al, 2010; Vladimirov et al, 2010]. In the following, the reference frame is that defined by RD, TD and ND. All calculations were carried out using a finite strain framework but for the sake of simplicity, model equations presented below are expressed using small strain formalism. The finite strain formulation adopted in this work was based on the use of a local objective frame as proposed in [Besson et al., 2009]. Observer invariant stress and strain rate measures were defined by transport of the Cauchy stress and strain rate into the corotational frame characterized by rotation $Q$ (function of both space coordinates and time).

In this model, following [Barlat et al, 1991], a linear transformation (fourth-order tensor, $S$) was used to define a modified deviator $T_{\text{dev}}$ of any second-order tensor $T$; for a symmetric tensor $T$, $T_{\text{dev}}$ is expressed as follows using Voigt notations:

\[
T_{\text{dev}} = S : T, \quad \text{with} \quad S = \begin{pmatrix}
\frac{c_2 + c_3}{3} & -\frac{c_2}{3} & -\frac{c_2}{3} & 0 & 0 & 0 \\
-\frac{c_3}{3} & \frac{c_1 + c_3}{3} & -\frac{c_1}{3} & 0 & 0 & 0 \\
-\frac{c_2}{3} & -\frac{c_1}{3} & \frac{c_1 + c_2}{3} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & c_4 & 0 \\
0 & 0 & 0 & 0 & 0 & c_5 \\
0 & 0 & 0 & 0 & 0 & c_6
\end{pmatrix}
\] (1)
In Eq. (1), $c_i$ ($i = 1-6$) are adjustable material parameters that are linked to the (RD,TD,ND) reference frame. The anisotropic scalar measure, $T_b$, of tensor $T$ is a function of the eigenvalues $T^\text{dev}_1 \geq T^\text{dev}_2 \geq T^\text{dev}_3$ of $T^\text{dev}$, with $a$ an adjustable material parameter:

$$T_b = \frac{1}{2} \left( |T^\text{dev}_1 - T^\text{dev}_2|^\alpha + |T^\text{dev}_2 - T^\text{dev}_3|^\alpha + |T^\text{dev}_3 - T^\text{dev}_1|^\alpha \right)^{1/a}$$  \hspace{1cm} (2)

The viscoplastic potential is a function of the stress tensor, $\sigma$, the kinematic contribution to hardening, $X$, and the isotropic contribution to hardening, $R$, as follows:

$$f(\sigma,X,R) = (\sigma - X)_b - R$$  \hspace{1cm} (3)

The viscoplastic strain rate tensor, $\dot{\varepsilon}_p$, is calculated using a normality rule on function $f$, together with a power-law flow equation for the viscoplastic strain rate, $\dot{p}$:

$$\dot{\varepsilon}_p = \dot{p} \frac{\partial f}{\partial \sigma} \text{ with } \dot{p} = \dot{\varepsilon}_0 \left( \frac{\max(0,f)}{\sigma_0} \right)^n \text{ and } \dot{\varepsilon}_0 = 1 \text{ s}^{-1}.$$  \hspace{1cm} (4)

In Eq. (4), $\sigma_0$ and $n$ are constitutive material parameters.

Isotropic hardening is a function of the cumulative viscoplastic strain, $p$, using a linear term and a non-linear term (Voce-type):

$$R = R_0 + H p + Q(1 - \exp(-bp))$$  \hspace{1cm} (5)

For the “R+X” model, the kinematic contribution $X$ to hardening is given by the additive combination of a linear term $X_1$ and a non-linear term $X_2$, as follows:

$$X = X_1 + X_2$$  \hspace{1cm} (6)

$$\dot{X}_1 = \frac{2}{3} C_1 \alpha_1 \text{ with } \alpha_1 = \dot{\varepsilon}_p \text{ for the linear term, and}$$  \hspace{1cm} (7)

$$\dot{X}_2 = \frac{2}{3} C \alpha_2 \text{ with } \alpha_2 = \dot{\varepsilon}_p - \dot{p} D \alpha_2 \text{ for the non-linear term.}$$  \hspace{1cm} (8)

It was not possible to satisfactorily represent reverse shear test results using constant values of $C$ and $D$, so that heuristic evolutionary equations were proposed as follows:

$$C = \frac{3}{2} C_0 \frac{D}{D_0} \text{ and } D = D_0 + (D_1 - D_0) \left( 1 - \exp \left( - \frac{p}{p_0} \right) \right)$$  \hspace{1cm} (9)

In Eq. (9), $C_0$, $D_0$, $C_1$, $D_1$ and $p_0$ are material parameters.

The total number of parameters for the “R” model is 13: 7 for the viscoplastic potential, 2 for the viscoplastic flow rule, and 4 for isotropic hardening. Five additional parameters are needed to describe kinematic hardening in the “R+X” model.
4.2. Identification of constitutive parameters

Identification of constitutive parameters was based on quasistatic uniaxial tension results (tensile curves as well as Lankford coefficients, one test per direction i.e. 3 tests), reverse shear tests (5 tests) and load vs. notch opening curves for the DENT specimens (9 tests: 3 per direction, 3 per notch geometry). UT and reverse shear tests were modelled using a single representative volume element. DENT specimens were meshed in three dimensions by considering one-eighth of each specimen with usual symmetry conditions. Linear eight-node bricks with full integration were used with a mesh size fine enough for the load vs. notch opening curves to be represented without any dependence on the size of finite elements. To account for the very low strain rate sensitivity of the material, low values were fixed for both $\sigma_0$ and $n$, to keep a negligible viscous contribution to stress while facilitating integration of constitutive equations with respect to an elastic-plastic formulation. An implicit integration scheme was used for all calculations. In absence of experimental results involving mainly loading along ND, the values of $c_5$ and $c_6$ were arbitrarily set to 1.0. Remaining material parameters were optimised using a Levenberg-Marquardt algorithm. The resulting sets are reported in Table 3.

Table 3: Optimised sets of constitutive parameters for the “R” and “R+X” models.

<table>
<thead>
<tr>
<th>Modulus</th>
<th>Anisotropic yield potential</th>
<th>Flow rule</th>
<th>Isotropic hardening</th>
<th>Kinematic hardening</th>
</tr>
</thead>
<tbody>
<tr>
<td>E (GPa)</td>
<td>$\nu$</td>
<td>$a$</td>
<td>$c_1$</td>
<td>$c_2$</td>
</tr>
<tr>
<td>“R” model</td>
<td>170</td>
<td>0.3</td>
<td>9.95</td>
<td>1.15</td>
</tr>
<tr>
<td>“R+X” model</td>
<td>170</td>
<td>0.3</td>
<td>9.95</td>
<td>1.15</td>
</tr>
</tbody>
</table>

The value of parameter $a$ was obtained by numerical fitting. It is higher than the value of 8 that is recommended for in-plane loading of face-centred cubic structures by [Hosford, 1979, Hosford, 1985]. This value of 8 was fitted to upper-bound calculations of yield loci, assuming rotationally symmetric textures and conventional slip systems. The general method is described in detail in [Logan and Hosford, 1980]. As the considered TWIP steel was processed by a rolling + annealing schedule, rotational symmetry in crystal texture cannot be assumed in the present case. Moreover, twinning should be taken into account as a significant deformation mechanism in this material.

The yield locus, expressed by normalising stresses with respect to the yield stress under uniaxial tension along RD, has been plotted in Fig. 10 with those from [Chung et al., 2011, Xu et al., 2012]. For comparison purposes, the yield locus identified by [Busch et al., 2014] on a so-called TWIP/TRIP steel is also added. The higher value of parameter $a$ in the present study leads to a less rounded shape of the yield surface (note that a value of $a = 4$ yields to an ellipse). The main point, here, is the lower symmetry (with respect to the (\(\sigma_{RD} = \sigma_{TD}\)) axis) of the curve from the present model, compared with the other three ones. This is linked to the set of optimised parameters $c_i$ describing the anisotropic yield potential.
The UT behaviour is well described by the model, namely, within a relative error in strength of 5-7% for an elongation of 10%; this difference decreases with increasing elongation down to less than 1% at fracture. For a given elongation, lateral strain was only slightly overestimated (relative difference lower than 4%) and slightly underestimated (relative difference lower than 2%) for tests along RD and TD, respectively, so that strain anisotropy was well reproduced. The relative difference between measured and predicted load vs. notch opening curves of DENT specimens was lower than 6%, and better than 4% for a notch opening lower than 1 mm. The loading part of reverse shear tests was well described using the model, while isotropic hardening was obviously overestimated in the unloading part. Predictions of the “R+X” model were much closer to experimental measurements for this test, yet at the expense of accuracy in strain anisotropy under uniaxial tension (lateral strain overestimated by 7% and underestimated by 6% for tests along RD and TD, respectively). From Figs 5 and 6, load vs. displacement curves, as well as local strains close to the fracture locus for the last recorded experimental data before fracture, are very satisfactorily described with the “R” model. The “R+X” model is thus significantly more accurate than the “R” model only if unloading (or significant change in the loading mode) occurs during the tests.

4.3. Strain paths and estimated stress state at fracture initiation

4.3.1. Determination of fracture initiation conditions with the “R” model

Due to marked instability at high strains, UT specimens were not considered in the analysis of fracture initiation conditions. In fact, strain localisation bands induce local stress concentrations that require taking pseudo DSA and strain rate sensitivity into account to be properly described [Lorthios, 2011]. Here, focus was made on a model that is more easily usable in forming applications. Numerical simulation of tests on notched specimens were carried out using refined meshes (typical size of elements close to the notch root: 0.1 mm in the sheet plane and 0.2 mm along ND), in order to obtain accurate values of stress and strain fields close to fracture initiation sites.

Ungrooved DENS specimens were meshed using quadratic brick elements with reduced integration (mesh size 0.55 mm in the sheet plane, 0.5 mm along ND). Grooved DENS specimens were meshed
with quadratic tetrahedral elements with reduced integration (element size in the gauge part: 0.16 mm in the sheet plane, 6 elements along ND). Displacement was prescribed along both RD and TD according to experimental measurements at the edges of the DIC window, close to the specimen fixtures (see inlets in Fig. 5). This allowed taking the bending stiffness of the load line into account.

DSNT specimens were modelled using quadratic brick elements with full integration. The size of elements in the notched part was 0.7 mm in the (RD, ND) plane. As the reduction in width was negligible in DSNT tests, the size of the elements was reduced down to 1 mm along TD together with generalised plane strain conditions (i.e., homogeneous value of deformation along TD for any slice of the specimen perpendicular to TD).

For all of these tests, load vs. displacement curves and strain fields were in very good agreement with experimental data (Figs 4, 5, 6).

The value of the stress triaxiality ratio \( \eta_B \) (i.e. the ratio of the hydrostatic stress, \( \xi \), to the anisotropic equivalent stress, \( \sigma_B \)), the equivalent strain \( p \) (here denoted as \( \varepsilon_B \) to explicitly make reference to the Barlat yield criterion), the ratio of minor to major strain \( \alpha_B \), were determined at integration points that were closest to the fracture initiation site, for the same value of displacement as that experimentally observed at fracture. The values are reported in Table 4. For DENT specimens, the values were taken at the notch root, at mid-thickness. For ungrooved DENS specimens, the values of \( \alpha_B \) taken at the edge and at the centre of the notched region are very different, evidencing a strong gradient in \( \alpha_B \). As the fracture initiation point could not be experimentally determined, these specimens were not used for quantitative determination of the fracture criterion. For grooved DENS specimens, the values were taken at mid-thickness, between the groove roots. Except for the DSNT specimen, the value of \( \alpha_B \) at the fracture initiation point remained almost constant throughout the test. For the DSNT specimen, \( \alpha_B \) started from near zero up to a cumulative strain of about 0.1 and then turned into -0.18. Such a nearly radial strain path was not the case, however, everywhere in the tested specimens: the high deformability of the TWIP steel led to a noticeable change in specimen geometry before fracture. For instance, in the central region of DENT specimens, a transition from plane strain tension toward uniaxial tension occurred during stress redistribution. Consequently, the stress and strain conditions at fracture were the same whatever the notch radius, yet with avoiding macroscopic strain instability observed in uniaxial tension. The DENT geometry could thus be regarded as useful to investigate fracture initiation under nearly uniaxial tension for such ductile materials exhibiting strain instabilities.

As global load vs. displacement curves were well predicted with the “R” model, and due to nearly constant values of \( \alpha_B \) at the fracture initiation point, it was decided to only use the “R” model to derive a fracture initiation criterion. In the following, data processed with the “R” model will be denoted as “experimental”, in the forming limit diagram. They are reported with symbols in Fig. 11.
Table 4: Characteristic values of stresses and strains at fracture initiation estimated with the “R” model, compared to experimental data. \( \alpha \) is the ratio of minor to major strain. All specimens are loaded along RD. Superscripts * and a denote tests results from [Dell and Gese, 2007] (also reported in [Bouaziz et al, 2011]) and internal ArcelorMittal tests [Bouaziz et al, 2011], respectively.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Logarithmic strain along ND: experiment / model prediction</th>
<th>Strain ratio, ( \alpha_0 )</th>
<th>( \sigma_B ) (MPa)</th>
<th>( \eta_0 ) (MPa)</th>
<th>( \rho_0 ) (MPa)</th>
<th>Lode angle, ( \theta_B ) (rad)</th>
<th>( \epsilon_{\tau_{max}} ) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UT</td>
<td>-0.39 / -0.47</td>
<td>2584</td>
<td>0.29</td>
<td>2277</td>
<td>0</td>
<td>0.65</td>
<td>1138</td>
</tr>
<tr>
<td>DENT05</td>
<td>-0.45 / -0.37</td>
<td>2470</td>
<td>0.362 down to 0.306</td>
<td>2176</td>
<td>0</td>
<td>0.62</td>
<td>1126</td>
</tr>
<tr>
<td>DENT1</td>
<td>-0.45 / -0.37</td>
<td>2494</td>
<td>0.330 down to 0.300</td>
<td>2197</td>
<td>0</td>
<td>0.60</td>
<td>1102</td>
</tr>
<tr>
<td>DENT2</td>
<td>-0.45 / -0.37</td>
<td>2557</td>
<td>0.300 down to 0.295</td>
<td>2253</td>
<td>0</td>
<td>0.57</td>
<td>1076</td>
</tr>
<tr>
<td>DENS, ungrooved</td>
<td>Fracture initiation point not well localised</td>
<td>-0.47 (edge), -1 (centre of gauge part)</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DENS, grooved</td>
<td>-0.59 / -0.58</td>
<td>2357</td>
<td>0.38</td>
<td>2077</td>
<td>( \pi/6 )</td>
<td>0.52</td>
<td>1089</td>
</tr>
<tr>
<td>DSNT</td>
<td>not available / -0.37</td>
<td>-0.18</td>
<td>2124</td>
<td>0.38</td>
<td>1871</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>Center hole tensile*</td>
<td>-0.34</td>
<td>-0.50(^{VM})</td>
<td>2443</td>
<td>0.29</td>
<td>2152</td>
<td>0</td>
<td>0.56</td>
</tr>
<tr>
<td>Plane strain</td>
<td>-0.39</td>
<td>0(^{VM})</td>
<td>2032</td>
<td>0.42</td>
<td>1790</td>
<td>0.48</td>
<td>0.38</td>
</tr>
<tr>
<td>Tilted plane strain*</td>
<td>-0.30</td>
<td>-0.20(^{VM})</td>
<td>1916</td>
<td>0.35</td>
<td>1688</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>Equibiaxial stretching*</td>
<td>-0.75</td>
<td>1(^{VM})</td>
<td>2615</td>
<td>0.60</td>
<td>2304</td>
<td>( \pi/3 )</td>
<td>0.66</td>
</tr>
<tr>
<td>Shear</td>
<td>( \epsilon_{12} = 0.48 )</td>
<td>-1(^{VM})</td>
<td>2221</td>
<td>0</td>
<td>1957</td>
<td>( \pi/6 )</td>
<td>0.46</td>
</tr>
<tr>
<td>Marciniak 1(^a)</td>
<td>-0.41</td>
<td>0.08 (exp. value)</td>
<td>2028</td>
<td>0.56</td>
<td>1787</td>
<td>0.61</td>
<td>0.38</td>
</tr>
<tr>
<td>Marciniak 2(^a)</td>
<td>-0.64</td>
<td>0.68 (exp. value)</td>
<td>2446</td>
<td>0.60</td>
<td>2155</td>
<td>0.95</td>
<td>0.57</td>
</tr>
</tbody>
</table>
4.3.2. Influence of anisotropic plastic yield on macroscopic fracture initiation conditions

To quantify the difference between fracture initiation conditions determined using such a complex “R” model and those determined from much simpler, more commonly used modelling, the UT test along RD with an elongation rate of $4 \times 10^{-4}$ s$^{-1}$ was modelled with a von Mises yield criterion and a Hollomon-type evolutionary equation of the flow stress:

$$\sigma = K_H \varepsilon_p^n_H,$$

where $\varepsilon_p$ is the von Mises equivalent plastic strain (equal to the uniaxial plastic strain, in uniaxial tension, with the von Mises yield criterion). The fitted values of $K_H = 2605$ MPa and $n_H = 0.43$ allowed accurate prediction (better than 2% difference in strength) of the tensile curve for strains higher than about 0.1 (which is much lower than the fracture strain). This model, denoted as “VM-H” in the following, was used to analyse the same experimental database, using the same numerical procedure as for the “R” model except for the constitutive behaviour.

At fracture, compared to the more accurate “R” model, the “VM-H” model overestimates the value of stress triaxiality by 10%, and the value of cumulative plastic strain by 10 to 20% (in relative error values). It underestimates the value of equivalent stress (compared to that of $\sigma_B$) by about 200 MPa. Thus, taking anisotropic yielding into account is essential to accurately determine fracture initiation conditions for this material. Consequently, only values determined with the “R” criterion are considered in the following.

![Figure 11: Experimental determination (symbols) and prediction (lines) of the FLD of the Fe-22Mn-0.6C-0.2V TWIP steel (main loading along RD). (a) Major vs. minor strains; (b) minor vs. major stresses; (c) equivalent strain vs. stress triaxiality; (d) equivalent stress vs. stress triaxiality. All quantities are evaluated using the “R” model. Same labelling for (a-d).]
4.3.3. “Experimental” forming limit diagram

To complete the experimental database of the previous section, the results of additional mechanical tests carried out using the same material were also processed using the “R” model to extract fracture initiation conditions for a wider range of loading paths [Dell and Gese, 2007, Bouaziz et al, 2011]. The experimental procedure is reported in [Hooputra et al, 2004, Dell et al, 2008] and results are also reported in Table 4. They included Marciniak-type forming tests with two different values of strain ratio $\alpha$ (experimentally measured from optical strain field monitoring) [Bouaziz et al, 2011], and a series of tests [Dell and Gese, 2007] involving plane strain tension with a double side notched tensile specimen, equibiaxial stretching, uniaxial tension of a 20-mm-wide, 110-mm-long rectangular specimen bearing a central hole of 10 mm in diameter, shear loading of a specimen with two side groves, and “tilted plane tension” of a specimen with two side groves (in front of each other), perpendicular to the sheet thickness and making a 45° angle (in the sheet plane) with the RD loading direction. To process these additional data while minimising numerical issues such as contact between tooling and specimens, these tests were simulated using a single representative volume element with prescribed value of $\alpha$. This value was determined experimentally for the Marciniak-type tests. An approximation with analytical formulae using a “VM-H” assumption was made for the tests from [Dell and Gese, 2007].

4.4. Fracture initiation criterion

The fracture initiation criterion was determined from the above mentioned tests that involve nearly constant strain paths and loading along RD. The following results, therefore, should not be directly applied to complex loading paths encountered in forming operations.

As reported by [Wierzbicki et al, 2005, Zadpoor et al, 2009] in an aluminium alloy sensitive to shear fracture, a criterion based on the maximum shear stress, $\tau_{\text{max}}$, may in certain cases represent the fracture FLD with good accuracy based on a minimum number of calibration tests. In the present case, Fig. 11a and Tables 4 and 5 show that a critical value of either $\sigma_B$ (as determined using the “R” model), or of the maximum shear stress, $\tau_{\text{max}}$, cannot represent the “experimental” forming limit diagram with an accuracy better than 10% and ±7%, respectively. Such a critical shear stress was mentioned, but not used by [Xu et al, 2012]. In a Fe-22Mn-0.6C-0.2V TWIP steel, a critical shear stress of 1015 MPa, determined from a variety of mechanical tests analysed using a “VM-H” model, allowed a prediction of the FLD with an accuracy better than about 20% [Bouaziz et al, 2011]. In spite of the ductile fracture mode, void growth is very limited even for high values of stress triaxiality ratio so that criteria such as those of [McClintock, 1968, Rice and Tracey, 1969, Oyane et al, 1980] are not relevant for this material. The candidate fracture criterion should be able to address a wide range of values for stress triaxiality ratio $\eta$, including those close to zero. To this aim, criteria developed for modelling either rock fracture or fracture of metal alloys very sensitive to shear fracture (even if less ductile than TWIP steels) were considered.

The stress state was expressed in terms of Haigh-Weestergaard (or Lode) coordinates in the space of maximum principal stresses as in [Fricker and Meckbach, 1999, Xue and Wierzbicki, 2008, Bai and Wierzbicki, 2010]. The first invariant $I_1^B$ of the stress tensor calculated with the “R” model at fracture initiation, $\sigma_B$, and the second and third invariants, $J_2^B$ and $J_3^B$, of the modified deviator $\sigma_{\text{dev}}^B$, were first calculated. Superscript “B” denotes that unlike in e.g. [Bai and Wierzbicki, 2010], the fracture criterion was set by using the same “R” model (including the Barlat-type yield criterion) as that used to extract fracture initiation conditions from experimental data. Note that such expression “loses” the actual loading axes with respect to the principal directions of the sheet material. In other words, the forming limit diagram (FLD) cannot be uniquely expressed as a function of the invariants of stress tensors, as for an isotropic material. As a consequence, only data of tests involving loading along RD were considered with the exception of shear, for which principal strains are rotated with respect to the
(RD, TD) frame. Results of shear tests will thus be only qualitatively interpreted here. The FLD determined in this study will be termed the “RD-FLD” to denote loading along RD. Great care must thus be taken when using this RD-FLD for more complex loading paths (or even loading along other directions) such as in forming conditions. Although being less accurate, a FLD determined using an isotropic (e.g. von Mises) yield criterion overcomes this difficulty.

For the above mentioned invariants, and for a von Mises yield criterion, Haigh-Weestergard coordinates are expressed as follows:

$$\xi_{VM}^{\text{LD}} = \frac{J_1^{VM}}{\sqrt{3}} ; \quad \rho_{VM}^{\text{LD}} = \sqrt{2J_2^{VM}} ; \quad \cos(3\theta_{VM}^{\text{LD}}) = \frac{3\sqrt{3}}{2} \left(\frac{J_1^{VM}}{J_2^{VM}}\right)^{\frac{1}{2}}$$

with $$J_1^{VM}$$ being the Lode parameter. (11)

With using the “R” model, the definition of $$\xi$$, denoted here as $$\xi^{R}$$, was not changed but the values of $$\rho$$ and Lode angle $$\theta$$ were modified to be consistent with the formalism of constitutive equations. The value of $$\rho^{B}$$ was taken proportional to the anisotropic measure of stress, $$\sigma_{b}$$, and equal to the value of uniaxial fracture stress $$\sigma_{UT}^{B}$$ in the case of uniaxial tension (again, along RD):

$$\rho^{B} = \frac{\sigma_{UT}^{B}}{k_{UT}^{B}} \text{ with } k_{UT}^{B} = 1.135 \text{ from numerical simulation of UT along RD.}$$

For the von Mises yield criterion, the Lode parameter may be defined either using the stress tensor as in Eq. (11), or using the strain rate tensor $$\dot{\epsilon}_{VM}^{p}$$ and the plastic strain rate, $$\dot{\epsilon}_{VM}^{p}$$, as follows:

$$\cos(3\theta_{VM}^{B}) = 4 \det \left(\dot{\epsilon}_{VM}^{p} / \dot{\epsilon}_{VM}^{p} \right)$$

With the yield criterion used in the “R” model, definitions of the Lode parameter based respectively on the stress and on the strain rate tensors are not equivalent. As the considered material is very sensitive to strain localisation, the strain-rate based definition was chosen to represent a strong local variation in strain rate (but not a discontinuity as in [Rudnicki et al, 1975, Needleman and Rice, 1978]). Coefficient $$k_{UT}^{B} = 1.135$$ was again introduced in the definition of the Lode parameter to ensure that the resulting value ranges between (-1) and (+1). Consequently, the Lode angle $$\theta_{VM}^{B}$$ was defined as follows:

$$\cos(3\theta_{VM}^{B}) = 4 \frac{\det(\dot{\epsilon}_{VM}^{p})}{k_{UT}^{B}}$$

As a first approximation, inspired by very limited void growth in this material, the fracture criterion was tentatively described as a function of $$\rho^{B}$$ and $$\theta_{VM}^{B}$$, i.e., the influence of hydrostatic pressure was neglected. The simplest possible function of these two variables that could reasonably account for experimental data was that of a semi-elliptical cylinder in the Haigh-Weestergaard coordinates:

$$f^{B}(\sigma) = \left(\frac{\rho^{B}}{a^{B}}\right)^{2} \cos^{2}(3\theta_{VM}^{B}) + \left(\frac{\rho^{B}}{b^{B}}\right)^{2} \sin^{2}(3\theta_{VM}^{B}) - 1 = 0$$

The value of $$a^{B}$$ was fitted to 2200 MPa by averaging values obtained from uniaxial and equibiaxial tension tests with $$\sin(3\theta_{VM}^{B}) = 0$$. The value of $$b^{B}$$ was fitted to 1850 MPa, by averaging values obtained from shear and plane strain tests with $$\sin(3\theta_{VM}^{B})$$ close to 1 (exactly 1 for shear, = 0.99 for plane strain tension). Thus, four tests were used to identify this fracture criterion. The FLD was then estimated using this criterion for a variety of loading conditions as reported in Fig. 11. Using such a function remarkably improves the prediction of fracture with respect to the criteria based on either $$\sigma_{b}$$ or $$\tau_{max}$$. However, Eq. (15) underestimates the resistance to fracture in shear and overestimates it for
plane strain tension, by making a compromise between these two tests, for which \( \sin(3\theta_e^B) \equiv 1 \). Such a difference between these two experimental results could arise from (i) the direction of principal strains being different from the RD, TD, ND directions or (ii) a possible effect, yet rather weak, of hydrostatic pressure. The latter effect could be simply taken into account by introducing a weak dependence on \( \xi \).

This was done using a linear function, the fracture criterion becoming a cone, with apex at \((\xi = \xi_0, \rho = 0)\) and aperture angle \(\tan^{-1}(\frac{h}{\xi_0 - \xi})\):

\[
g^B(\sigma) = \left(\frac{\rho^{B}_{\xi_0}}{a^B}ight)^2 \cos^2(3\theta_e^B) + \left(\frac{\rho^{B}_{\xi_0}}{b^B}ight)^2 \sin^2(3\theta_e^B) - 1 = 0 \quad \text{with} \quad \rho^B = \frac{\rho^{B}_{\xi_0}}{h^B} (\xi_0 - \xi^B)
\]

(16)

Parameters \( h^B \) and \( \xi_0 \) were identified in the \((3\theta_e^B \equiv \pi/2)\) section using plane strain tension and shear results. Parameter \( a^B \) was then identified from shear results for which \( \cos(3\theta_e^B) = 0 \) and \( \xi^B = 0 \).

Parameter \( b^B \) was then deduced from uniaxial tensile conditions (i.e. either uniaxial tension or DENT) for which \( \cos(3\theta_e^B) = 1 \) and \( \xi^B = 1314 \) MPa. Here again, four tests were used to identify the fracture criterion. The results are also reported in Table 5.

The ratios between minor and major axes of the elliptic section of the two fracture criteria are close to each other (1.23 for Eq. (15) and 1.20 for Eq. (16)). Predictions of notch opening at fracture are non-conservative with the model of Eq. 15. The model of Eq. (16) yields conservative predictions of displacement at fracture for all tests except for ungrooved DENS specimen, for which the loading path is far from being radial in the gauge region. For all other specimens, fracture is predicted to initiate at the same integration point (i.e., same location in the specimen) by the two models. The difference between “experimental” values and model predictions, \( \Delta \), was quantified as follows:

\[
\Delta = \sum_i \sqrt{\left(\frac{\sigma_i^{\exp} - \sigma_i^{crit}}{\sigma_i^{crit}}\right)^2}
\]

(17)

In Eq. (17), for any test \( i \) and for any fracture initiation criterion \( crit \), (namely, critical value of \( \sigma_B \), critical value of \( \tau_{max} \), Eq. (15) or Eq. (16)), \( \sigma_i^{\exp} \) and \( \sigma_i^{crit} \) are respectively the “experimental” value of (Barlat) equivalent stress at fracture and the corresponding model prediction using criterion \( crit \).

Introducing the hydrostatic pressure into the fracture initiation criterion divides the value of \( \Delta \) by two (Table 5). Predictions are mainly improved in the left part of the RD-FLD, at the expense of biaxial stretching. Further work is necessary to also improve prediction in the right part of the RD-FLD. This point is not critical, however, for this material and targeted automotive application, in usual forming conditions. The model could further be improved by using a more sophisticated function of hydrostatic pressure. This is, however, beyond the scope of this study due to the low number of “experimental” results involving similar values of Lode angle and significantly different values of hydrostatic pressure. The model of Eq. 16 was thus considered to satisfactorily represent the RD-FLD for the considered material. Note that many tests (17) were used to identify the constitutive parameters (but a lower number could have been used, in particular in reverse shear). On the other hand, only four tests were used to identify the fracture criterion, some of them being the same as those used for identification of constitutive parameters.
Table 5: Fracture initiation criteria parameters for loading along RD and accuracy of model predictions.

<table>
<thead>
<tr>
<th>Fracture criterion</th>
<th>Critical values of stress:</th>
<th>Function of $\sigma_B$ and Lode angle (Eq. 15)</th>
<th>Function of hydrostatic pressure, $\sigma_B$ and Lode angle (Eq. 16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>$\sigma_B$ (MPa)</td>
<td>$\tau_{max}$ (MPa)</td>
<td>$a^B$ (MPa)</td>
</tr>
<tr>
<td>Adjusted values</td>
<td>2276</td>
<td>1050</td>
<td>2200</td>
</tr>
<tr>
<td>$\Delta$ calculated using tests involving minor strain negative or positive minor strains at fracture initiation locus)</td>
<td>0.55</td>
<td>0.54</td>
<td>0.41</td>
</tr>
<tr>
<td>$\Delta$ calculated using tests involving negative minor strains at fracture initiation locus only</td>
<td>0.36</td>
<td>0.35</td>
<td>0.24</td>
</tr>
</tbody>
</table>

5. Conclusions

An extensive experimental database has been built for the mechanical behaviour of a 22Mn-0.6C-0.2V TWIP steel. Several fracture criteria were identified on this basis. Main conclusions are as follows:

1. Anisotropic yield is satisfactorily represented with an anisotropic (Barlat-type) yield criterion for a variety of in-plane loading modes.
2. Taking the strong contribution of kinematic hardening into account is mandatory in the case of significantly non-radial loading path, but not useful in the case of monotonic tensile loading of smooth and notched specimens, for which a simple non-linear isotropic hardening equation provides very good estimates of macroscopic response and local strain fields.
3. Fracture occurs suddenly by nucleation and early coalescence of submicrometer-sized voids, although some damage develops as scarce, coarser voids well before fracture. Vanadium carbides as well as the occurrence of mechanical twinning are probably key parameters governing void nucleation.
4. The forming limit diagram was estimated using several fracture criteria together with the same formalism at that of the constitutive model. A simple function of hydrostatic stress, anisotropic equivalent stress and Lode angle (with a strain rate-based definition) satisfactorily represent fracture initiation conditions.
5. Such criterion relies on a particular loading direction (here, RD) and further work is required to develop a fracture initiation criterion based on the same formalism but more directly usable for the prediction of forming ability in more complex conditions such as deep drawing.
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