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#### Abstract

We propose an extension of a tableau-based calculus to deal with linear arithmetic. This extension consists of a smooth integration of arithmetic deductive rules to the basic tableau rules, so that there is a natural interleaving between arithmetic and regular analytic rules. The arithmetic rules rely on the general simplex algorithm to compute solutions for systems over rationals, as well as on the branch and bound method to deal with integer systems. We also describe our implementation in the framework of Zenon, an automated theorem prover that is able to deal with first order logic with equality. This implementation has been provided with a backend verifier that relies on the Coq proof assistant, and which can verify the validity of the generated arithmetic proofs. Finally, we present some experimental results over the arithmetic category of the TPTP library, and problems of program verification coming from the benchmark provided by the BWare project.
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## 1 Introduction

Program analysis and verification often involve to verify arithmetic constraints. For example, this is the case when verifying loop invariants over imperative programs. In general, these arithmetic constraints are not very complex, but they lie in more complex first order formulas where pure first order logic and arithmetic are actually mixed. To deal with this kind of formulas, we propose, in this paper, to integrate arithmetic reasoning with a tableau-based proof search method. Regarding the nature of arithmetic reasoning, we consider the linear fragment, also known as Presburger arithmetic (where we only consider the addition operation and equality), which is weaker than Peano arithmetic but has the advantage to be decidable. There exist several decision procedures for linear arithmetic, and we chose to rely on the general simplex algorithm [6] (i.e. the usual simplex algorithm but without considering the optimization problem) to compute solutions for problems over rationals, as well as on the branch and bound method to deal with integer problems.

[^0]This work is motivated by needs that arose in the framework of the BWare project [9, 17]. This project aims to provide a mechanized framework to support the automated verification of proof obligations coming from the development of industrial applications using the B method [1] and requiring high integrity. The methodology used in this project consists in building a generic platform of verification relying on different automated theorem provers, such as first order provers and SMT (Satisfiability Modulo Theories) solvers. Among the considered provers, there is Zenon [5], which is an automated theorem prover for classical first order logic with equality, and which is based on the tableau method. As Zenon is not able to deal with arithmetic, which may be required when verifying some proof obligations (involving mainly integer arithmetic in the benchmark of BWare), this is why we proposed to develop an extension of this tool to arithmetic, which will be described in this paper. This extension modifies not only the proof search rules of the prover, but also the backend as Zenon is able to produce proofs checkable by external tools, such as Coq [18] for instance. This backend is part of the objectives of the BWare project, which requires the verification tools to produce proof objects that are to be checked independently.

To extend Zenon to arithmetic, the idea is to add new specific rules, which are completely orthogonal to the other usual analytic rules of tableaux, and which use the computations performed by the simplex procedure as oracles. These rules are intended to deal with arithmetic formulas that are universally quantified. As for arithmetic formulas that are existentially quantified, no new rule is needed, but the instantiation mechanism has to be modified in order to call the simplex procedure to find instantiations. However, these instantiations must help us close all the branches of the proof search tree and not only a part of them (this is not unsound but does not help us find a proof). To do so, we introduce a notion of arithmetic constraint tree, which is a tree labeled with sets of arithmetic formulas, and which is built from the proof search tree. From this arithmetic constraint tree, a set of formulas is selected in order to cover the tree, i.e. it is sufficient to find a solution for this set of formulas (its negation to be more precise) to get a solution that closes the arithmetic constraint tree and therefore the proof search tree. It should be noted that our extension is able to deal with pure universal or existential arithmetic formulas, i.e. we do not consider alternation of universal and existential quantifiers and the variables occurring in an arithmetic formula must be of the same nature (either Skolem symbols or free variables). It should also be noted that as Zenon deals with equality, the arithmetic reasoning can be naturally combined with the equational reasoning involving both uninterpreted functions and predicates.

This paper is organized as follows: in Secs. 2 and 3, we first introduce respectively the proof search method of Zenon and the general simplex algorithm, as well as the branch and bound method; we then present, in Secs. 4 and 5, the arithmetic rules for Zenon and describe how the instantiation has to be modified to handle arithmetic; finally, in Sec. 6, we provide an overview of our implementation and the experimental results obtained on the benchmarks provided by the TPTP library and the BWare project, and propose some related work in Sec. 7.

## 2 The Zenon Automated Theorem Prover

The Zenon automated theorem prover relies on a tableau-based proof search method for classical first order logic with equality. The proof search rules of Zenon are described in detail in [5] and summarized in Fig. 1 (for the sake of simplification, we have omitted the unfolding and extension rules), where $\epsilon$ is Hilbert's operator $(\epsilon(x) . P(x)$ means some $x$ that satisfies $P(x)$, and is considered as a term), capital letters are used for metavariables, and $R_{r}, R_{s}, R_{t}$, and $R_{t s}$ are respectively reflexive, symmetric, transitive, and transitive-symmetric relations (the corresponding rules also apply to the equality in particular). As hinted by the use of Hilbert's operator, the $\delta$-rules are handled by means of $\epsilon$-terms rather than using Skolemization. What we call here metavariables are often named free variables in the tableau-related literature; they are not used as variables as they are never substituted. The proof search rules are applied with the normal tableau method: starting from the negation of the goal, apply the rules in a top-down fashion to build a tree. When all branches are closed (i.e. end with an application of a closure rule), the tree is closed, and this closed tree is a proof of the goal. Note that this algorithm is applied in strict depth-first order: we close the current branch before starting work on another branch. Moreover, we work in a non-destructive way: working on one branch will never change the formulas of any other branch. We divide these rules into five distinct classes to be used for a more efficient proof search. This extends the usual sets of rules dealing with $\alpha, \beta, \delta, \gamma$-formulas and closure $(\odot)$ with the specific rules of Zenon. We list below the five sets of rules and their elements:

| $\alpha$ | $\alpha_{\neg \vee}, \alpha_{\wedge}, \alpha_{\neg \Rightarrow}, \alpha_{\neg \neg}, \neg_{\text {refl }}$ |
| :--- | :--- |
| $\beta$ | $\beta_{\vee}, \beta_{\neg \wedge}, \beta_{\Rightarrow}, \beta_{\Leftrightarrow}, \beta_{\neg \mapsto}$, pred, fun, sym, trans* |
| $\delta$ | $\delta_{\exists}, \delta_{\neg \forall}$ |
| $\gamma$ | $\gamma_{\forall M}, \gamma_{\neg \exists M}, \gamma_{\forall \text { inst }}, \gamma_{\neg \exists \text { inst }}$ |
| $\odot$ | $\odot_{\top}, \odot_{\perp}, \odot_{,} \odot_{r}, \odot_{s}$ |

where "trans*" gathers all the transitivity rules.
To deal with arithmetic formulas, we use the ability of Zenon to perform typed proof search, which relies on a polymorphic type system. To simplify, we do not consider types in our presentation of Zenon and its extension to arithmetic, as they tend to make the presentation uselessly heavy since, in our case, types are actually just used to distinguish arithmetic formulas from the other ones.

## 3 The Simplex and the Branch and Bound Methods

We define linear arithmetic expressions as expressions built using addition and multiplication by numeric constants, while subtraction is seen as syntactic sugar for addition with multiplication by a negative constant. An arithmetic formula is a comparison of two linear arithmetic expressions, for example $2 x+1<7-\frac{1}{2} y$. We consider 5 comparison operators, i.e. $=,<,>, \leq$, and $\geq^{1}$. An arbitrary

[^1]
## Closure and Cut Rules

$$
\begin{array}{ccc}
\frac{\perp}{\odot} \odot_{\perp} & \frac{\neg \top}{\odot} \odot_{\neg \top} & \frac{P \mid \neg P}{} \text { cut } \\
\frac{\neg R_{r}(t, t)}{\odot} \odot_{r} & \frac{P \quad \neg P}{\odot} \odot & \frac{R_{s}(a, b) \quad \neg R_{s}(b, a)}{\odot} \odot_{s}
\end{array}
$$

Analytic Rules

$$
\begin{array}{ccc}
\frac{\neg \neg P}{P} \alpha_{\neg \neg} & \frac{P \Leftrightarrow Q}{\neg P, \neg Q \mid P, Q} \beta_{\Leftrightarrow} & \frac{\neg(P \Leftrightarrow Q)}{\neg P, Q \mid P, \neg Q} \beta_{\neg \Leftrightarrow} \\
\frac{P \wedge Q}{P, Q} \alpha_{\wedge} & \frac{\neg(P \vee Q)}{\neg P, \neg Q} \alpha_{\neg \vee} & \frac{\neg(P \Rightarrow Q)}{P, \neg Q} \alpha_{\neg \Rightarrow} \\
\frac{P \vee Q}{P \mid Q} \beta_{\vee} & \frac{\neg(P \wedge Q)}{\neg P \mid \neg Q} \beta_{\neg \wedge} & \frac{P \Rightarrow Q}{\neg P \mid Q} \beta_{\Rightarrow} \\
& \frac{\exists x . P(x)}{P(\epsilon(x) . P(x))} \delta_{\exists} & \frac{\neg \forall x . P(x)}{\neg P(\epsilon(x) . \neg P(x))} \delta_{\neg \forall}
\end{array}
$$

$\gamma$-Rules

$$
\begin{array}{ll}
\frac{\forall x . P(x)}{P(X)} \gamma_{\forall M} & \frac{\neg \exists x \cdot P(x)}{\neg P(X)} \gamma_{\neg \exists M} \\
\frac{\forall x \cdot P(x)}{P(t)} \gamma_{\forall \text { inst }} & \frac{\neg \exists x \cdot P(x)}{\neg P(t)} \gamma_{\neg \exists \mathrm{inst}}
\end{array}
$$

Relational Rules

$$
\begin{aligned}
& \frac{P\left(t_{1}, \ldots, t_{n}\right) \quad \neg P\left(s_{1}, \ldots, s_{n}\right)}{t_{1} \neq s_{1}|\ldots| t_{n} \neq s_{n}} \text { pred } \frac{f\left(t_{1}, \ldots, t_{n}\right) \neq f\left(s_{1}, \ldots, s_{n}\right)}{t_{1} \neq s_{1}|\ldots| t_{n} \neq s_{n}} \text { fun } \\
& \frac{R_{s}(s, t) \quad \neg R_{s}(u, v)}{t \neq u \mid s \neq v} \text { sym } \quad \frac{\neg R_{r}(s, t)}{s \neq t} \neg_{\text {refl }} \\
& \frac{R_{t}(s, t) \quad \neg R_{t}(u, v)}{u \neq s, \neg R_{t}(u, s) \mid t \neq v, \neg R_{t}(t, v)} \text { trans } \\
& \frac{R_{t s}(s, t) \quad \neg R_{t s}(u, v)}{v \neq s, \neg R_{t s}(v, s) \mid t \neq u, \neg R_{t s}(t, u)} \text { transsym } \\
& \frac{s=t \quad \neg R_{t}(u, v)}{u \neq s, \neg R_{t}(u, s)\left|\neg R_{t}(u, s), \neg R_{t}(t, v)\right| t \neq v, \neg R_{t}(t, v)} \text { transeq } \\
& \frac{s=t \quad \neg R_{t s}(u, v)}{v \neq s, \neg R_{t s}(v, s)\left|\neg R_{t s}(v, s), \neg R_{t s}(t, u)\right| t \neq u, \neg R_{t s}(t, u)} \text { transeqsym }
\end{aligned}
$$

Fig. 1. Proof Search Rules of Zenon
comparison operator distinct from the equality may be noted $\bowtie$, and its negation $\bowtie$, with the following correspondence: $\overline{<} \equiv \geq, \overline{\leq} \gg,>\equiv \leq$, and $\geq \equiv<$.

In the following, arithmetic expressions can involve integers, rationals, or reals ${ }^{2}$. However, we do not consider mixed problems, and assume that a given problem only involves one numeric type (either integers, rationals, or reals).

As a solving method, we consider the general simplex, as described in [13], which is a variant of the simplex algorithm, designed to solve the satisfiability problem on linear systems, rather than the optimization of a given objective function under a system of constraints.

The general simplex accepts only two forms of constraints: equations of the form $v=\sum_{i} a_{i} x_{i}$, with $a_{i} \in \mathbb{Q}$, and bounds on variables $l_{i} \leq v \leq u_{i}$, with $l_{i}, u_{i} \in \mathbb{Q} \cup\{-\infty,+\infty\}$. A system that contains only formulas of either form is said to be in general form. This representation does not restrict expressivity, given that any linear system can be translated into this representation. To do so, two transformations are required:

1. Any equality $e=e^{\prime}$, where neither $e$ nor $e^{\prime}$ is a variable, is replaced by $e \leq e^{\prime} \wedge e^{\prime} \leq e ;$
2. Any comparison $e \bowtie e^{\prime}$ is rewritten as $f \bowtie k$, where $f$ is a non-empty sum of variables with coefficients ${ }^{3}$, and $k$ a numeric constant, s.t. $e-e^{\prime}=f-k$. The comparison can then be replaced by $x=f \wedge x \bowtie k$, with $x$ a fresh variable.

This transformation into general forms allows us to get an interesting property of the system: all variables on the left-hand side of equalities do not appear on the right-hand side of equalities. In the following, we suppose that all general forms satisfy this property, i.e we only consider general forms that come from the application of the process described above to a linear system.

The simplex method performs a series of pivot operations over the system ${ }^{4}$, and stores the result in an internal state. This internal state allows the algorithm to be incremental, i.e we can easily add new equalities and bounds to this state, and get a new state that we can try to solve. When the given system is satisfiable, the simplex algorithm returns its new state together with a solution, and it is straightforward to check that it is a correct solution of the linear system. When the algorithm meets an unsatisfiable system $S$, it returns an equality $x=\sum_{i} a_{i} y_{i}$, which is implied by the equalities in $S$, s.t. the following properties hold ${ }^{5}$ :

- There exists $l$ (resp. $u$ ) s.t. $x \geq l \in S$ (resp. $x \leq u \in S$ );
- There exist numeric constants $l_{i}, u_{i}$ s.t. for all $i$, if $a_{i}>0$, then $y_{i} \leq u_{i} \in S$ (resp. $y_{i} \geq l_{i} \in S$ ), and if $a_{i}<0$, then $y \geq l_{i} \in S$ (resp. $y_{i} \leq u_{i} \in S$ );

[^2]$-\sum_{a_{i}>0} a_{i} u_{i}+\sum_{a_{i}<0} a_{i} l_{i}<l$ (resp. $u<\sum_{a_{i}>0} a_{i} l_{i}+\sum_{a_{i}<0} a_{i} u_{i}$ ), resulting in a contradiction, since $l \leq x=\sum_{i} a_{i} y_{i} \leq \sum_{a_{i}>0} a_{i} u_{i}+\sum_{a_{i}<0} a_{i} l_{i}$ (resp. $\left.\sum_{a_{i}>0} a_{i} l_{i}+\sum_{a_{i}<0} a_{i} u_{i} \leq \sum_{i} a_{i} y_{i}=x \leq u\right)$ should hold according to $S$.

In order to deal with integer systems, we adopt a branch and bound strategy. An integer linear system can be seen as a rational system where all variables are required to have an integer value. For this reason, we can accept rational coefficients in the system: given a constraint with rational coefficients, we multiply it by the least common multiple of the denominators of the coefficients in order to get an equivalent constraint with only integer coefficients. Given an integer system $S$, we call relaxed system of $S$, noted $\operatorname{relaxed}(S)$, the system $S$ without the condition that the variables must have an integer assignment.

Given a system $S$, the branch and bound algorithm works as follows:

- If relaxed $(S)$ is unsatisfiable (as a rational system), then return false;
- If the system has a rational solution then:
- If all the variables have an integer assignment, then return true;
- If a non-integer value $v$ is assigned to an integer variable $x$, then call the branch and bound twice with the two systems $S \cup\{x \leq\lfloor v\rfloor\}$ and $S \cup\{x \geq\lfloor v\rfloor+1\}$, and return the disjunction of the two returned values.

Unfortunately, this algorithm is not complete: if we consider the system $1 \leq 3 x+3 y \leq 2$, the branch and bound algorithm will loop. More generally, the branch and bound will not terminate on unsatisfiable integer systems with unbounded rational solutions (but no integer solution). However, if the system is satisfiable, then a solution will be found by the algorithm, provided that we use a breadth-first search.

To ensure termination, we can use global bounds, as found in [14]. Given an $m \times n$ rational matrix $A=\left(a_{i}\right)$, a vector $b \in \mathbb{Q}^{m}$, and the set of rational solutions $P=\{x \in \mathbb{Q} \mid A x \leq b\}$, if the set of integer solutions $S=P \cap \mathbb{Z}^{n}$ is non-empty, then there exists an integer solution $x \in S$ s.t. $\left|x_{j}\right| \leq \omega_{A, b}$ for all $1 \leq j \leq n$, with $\omega_{A, b}=\left(2{n^{\prime}}^{2} \theta\right)^{n^{\prime}}$, where $n^{\prime}=\max (n, m)$ and $\theta=\max _{i j}\left(\left|a_{i j}\right|\right)$.

## 4 Arithmetic Proof Search Rules

In this section, we present the arithmetic proof search rules for Zenon, which rely on the simplex and branch and bound methods, and discuss the soundness and completeness of these rules.

### 4.1 Rules

The arithmetic proof search rules for Zenon are summarized in Fig. 2. These rules do not use global bounds because in practice, these bounds grow too quickly to be useful on non-trivial systems. Among these rules, there are two rules, i.e. Branch and Simplex-Lin, which need parameters and therefore require the proof

## Constant Rules

$$
\frac{k \bowtie k^{\prime}}{\odot} \text { Const } \quad \frac{k=k^{\prime}}{\odot} \text { Const }
$$

where $k$ and $k^{\prime}$ are numeric constants

Normalization Rules

$$
\begin{aligned}
& \frac{e=e^{\prime}}{e \leq e^{\prime}, e^{\prime} \leq e} \mathrm{Eq} \\
& \frac{e<f}{e \leq f-1} \text { Int-Lt }
\end{aligned}
$$

$$
\frac{e \neq e^{\prime}}{e<e^{\prime} \mid e>e^{\prime}} \mathrm{Neq}
$$

$$
\frac{e>f}{e \geq f+1} \text { Int-Gt }
$$

where $e$ and $f$ are integer expressions

Simplex Rules
where $a_{j}>0$, if $j \in N^{+}$, and $a_{j}<0$, if $j \in N^{-}$

Fig. 2. Proof Search Rules for Arithmetic
search method to choose these parameters. In the following, we describe how Zenon relies on the branch and bound method to make use of these rules.

Each time Zenon processes a new formula, there are two cases. Either the formula is a bound on a variable, in which case it is simply added to the current simplex state. Or it is not, and the rule Var can be applied so that a new variable is generated, and the resulting constraints (which are in general form) can be added to the current simplex state. For every addition to the simplex state, Zenon tries to solve the system of the simplex state. If this yields an unsatisfiable statement, then the explanation is translated into proof search rules and introduced in the proof search tree, effectively closing the current branch. Thanks to the fact that the simplex is incremental, we have a persistent simplex state, which allows us to keep all the work previously done up to a point when the proof search tree branches.

When the simplex algorithm returns an unsatisfiability explanation of the form $x=\sum_{i} a_{i} y_{i}$, we use three proof nodes to close the current branch. First, we use the Simplex-Lin rule to introduce the formula $x-\sum_{i} a_{i} y_{i}=0$. We can

$$
\begin{aligned}
& \begin{array}{lll}
e \bowtie c & \text { Var } \\
s=e, s \bowtie c \\
s \text { fresh }
\end{array} \quad \begin{array}{l}
\text { Branch } \\
x \text { an integer variable, } k \in \mathbb{Z}
\end{array} \\
& \frac{e_{1}=0, \ldots, e_{n}=0}{\sum_{i=1}^{n} a_{i} e_{i}=0} \quad \forall i, a_{i} \in \mathbb{Q} \quad \frac{x \leq k, x \geq k^{\prime}}{\odot} \quad \begin{array}{l}
\text { Conflict } \\
k<k^{\prime} \text { numeric constants }
\end{array} \\
& \frac{\left\{x_{j} \leq u_{j} \mid j \in N^{+}\right\},\left\{x_{j} \geq l_{j} \mid j \in N^{-}\right\}, x=\sum_{j \in N^{+} \cup N^{-}} a_{j} x_{j}}{x \leq \sum_{j \in N^{+}} a_{j} u_{j}+\sum_{j \in N^{-}} a_{j} l_{j}} \text { Leq } \\
& \frac{\left\{x_{j} \geq l_{j} \mid j \in N^{+}\right\},\left\{x_{j} \leq u_{j} \mid j \in N^{-}\right\}, x=\sum_{j \in N^{+} \cup N^{-}} a_{j} x_{j}}{x \geq \sum_{j \in N^{+}} a_{j} l_{j}+\sum_{j \in N^{-}} a_{j} u_{j}} \mathrm{Geq}
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{c}
\neg \forall u \in \mathbb{Z} . \forall v \in \mathbb{Z} . \forall w \in \mathbb{Z} .2 u+v+w=10 \wedge u+2 v+w=10 \Rightarrow w \neq 0 \\
\neg \forall v \in \mathbb{Z} . \forall w \in \mathbb{Z} .2 \epsilon_{0}+v+w=10 \wedge \epsilon_{0}+2 v+w=10 \Rightarrow w \neq 0 \\
\neg \forall w \in \mathbb{Z} .2 \epsilon_{0}+\epsilon_{1}+w=10 \wedge \epsilon_{0}+2 \epsilon_{1}+w=10 \Rightarrow w \neq 0 \\
\neg \forall
\end{array} \\
& \frac{\neg \forall w \in \mathbb{Z} .2 \epsilon_{0}+\epsilon_{1}+w=10 \wedge \epsilon_{0}+2 \epsilon_{1}+w=10 \Rightarrow w \neq 0}{\neg\left(2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2}=10 \wedge \epsilon_{0}+2 \epsilon_{1}+\epsilon_{2}=10 \Rightarrow \epsilon_{2} \neq 0\right)} \delta_{\neg \forall} \\
& \frac{\neg\left(2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2}=10 \wedge \epsilon_{0}+2 \epsilon_{1}+\epsilon_{2}=10 \Rightarrow \epsilon_{2} \neq 0\right)}{\frac{2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2}=10 \wedge \epsilon_{0}+2 \epsilon_{1}+\epsilon_{2}=10, \neg \neg \epsilon_{2}=0}{2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2}=10} \beta_{\neg}+2 \epsilon_{1}+\epsilon_{2}=10} \alpha_{\neg} \Rightarrow \\
& \frac{\frac{2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2}=10, \epsilon_{0}+2 \epsilon_{1}+\epsilon_{2}=10}{\epsilon_{2}=0} \alpha_{\neg ᄀ}}{} \alpha_{\wedge} \\
& \begin{array}{l}
\frac{\epsilon_{2}}{2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2} \leq 10,2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2} \geq 10} \\
a=2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2}, a \leq 10 \\
\mathrm{Eq} \\
\mathrm{Var}
\end{array} \\
& \begin{array}{c}
\frac{a=2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2}, a \leq 10}{b=2 \epsilon_{0}+\epsilon_{1}+\epsilon_{2}, b \geq 10} \operatorname{Var} \\
\frac{\epsilon_{0}+2 \epsilon_{1}+\epsilon_{2} \leq 10, \epsilon_{0}+2 \epsilon_{1}+\epsilon_{2} \geq 10}{c=\epsilon_{0}+2 \epsilon_{1}+\epsilon_{2}, c \leq 10} \mathrm{Vq} \\
\frac{\epsilon_{2} \leq 0, \epsilon_{2} \geq 0}{d=\epsilon_{0}+2 \epsilon_{1}+\epsilon_{2}, d \geq 10} \\
\epsilon_{2} \\
\mathrm{Var} \\
\mathrm{Eq} \\
\frac{\epsilon_{1} \leq 3}{a=2 d-3 \epsilon_{1}-\epsilon_{2}} \text { Simplex-Lin } \\
\hline \frac{\epsilon_{1} \geq 4}{a \geq 11} \text { Conflict } \\
\frac{c=\frac{1}{2} b+\frac{3}{2} \epsilon_{1}+\frac{1}{2} \epsilon_{2}}{c} \text { Sranch } \\
\hline \frac{c \geq 11}{\odot} \text { Conflict }
\end{array}
\end{aligned}
$$

where:

$$
\begin{aligned}
& \epsilon_{0}=\epsilon(u) \cdot \neg \forall v \in \mathbb{Z} \cdot \forall w \in \mathbb{Z} \cdot 2 u+v+w=10 \wedge u+2 v+w=10 \Rightarrow w \neq 0 \\
& \epsilon_{1}=\epsilon(v) \cdot \neg \forall w \in \mathbb{Z} \cdot 2 \epsilon_{0}+v+w=10 \wedge \epsilon_{0}+2 v+w=10 \Rightarrow w \neq 0 \\
& \epsilon_{2}=\epsilon(w) \cdot \neg\left(2 \epsilon_{0}+\epsilon_{1}+w=10 \wedge \epsilon_{0}+2 \epsilon_{1}+w=10 \Rightarrow w \neq 0\right)
\end{aligned}
$$

Fig. 3. Proof of Problem ARI178=1
then use either the Leq or Geq rules to deduce a new bound on $x$ using the equality $x=\sum_{i} a_{i} y_{i}$ (which is equivalent to $x-\sum_{i} a_{i} y_{i}=0$ using some simple rewrite rules; see the next paragraph). Finally, we use the Conflict rule to close the tree, since the simplex guarantees that the newly deduced bound will be in direct conflict with a pre-existing bound of $x$. For integer systems, the branch and bound strategy returns a tree where nodes are split cases on integer variables, i.e. choices of the form $x \leq k \vee x \geq k+1$ (see Sec. 3), and leaves are usual simplex explanations. This structure can be easily translated into proof search rules using the Branch rule and the explanation in three steps for the simplex.

It should be noted that the equalities involved in the premises of the arithmetic proof search rules are either of the form $e=0$, where $e$ is an expression (see the Simplex-Lin rule), or of the form $x=e$, where $x$ is a variable and $e$ an expression (see the Leq and Geq rules). This means that the equalities of the premises must be seen modulo rewriting over a ring structure, which mainly consists in factorizing multiplicative coefficients of expressions (usually variables), computing the result of constant expressions, and moving an expression from one side of a comparison to the other side. In order to keep a compact proof
search tree, these steps of rewriting are not included in the tree (but should be considered when producing a proof object to be checked by an external tool).

As an example of proof with these rules, let us consider the following formula, which comes from the ARI178=1 problem of the ARI category (which is the arithmetic category) of the TPTP library [16]:

$$
\forall u \in \mathbb{Z} . \forall v \in \mathbb{Z} . \forall w \in \mathbb{Z} .2 u+v+w=10 \wedge u+2 v+w=10 \Rightarrow w \neq 0
$$

Using the proof search rules of Fig. 2, we can obtain the proof of Fig. 3, where the parameters for the Branch rule come from the application of the branch and bound algorithm (see Sec. 3).

### 4.2 Soundness

Provided their side conditions are met, the rules presented in Fig. 2 are sound for integer, rational, and real arithmetic. The proof is trivial for all the rules, except for the following rules, which perform more complicated operations:

- Simplex-Lin, which introduces a linear combination of equalities;
- Conflict, which uses transitivity of orders, e.g. $a \leq x \wedge x<b \Rightarrow a<b$, and applies the comparison of ground numeric constants;
- Leq and Geq, for which we need the compatibility of addition and multiplication with orders, e.g. $x \leq a \wedge y \geq b \Rightarrow 2 x-y \leq 2 a-b$.


### 4.3 Completeness

The set of rules of Fig. 2 is complete for the satisfiability of rational and real linear arithmetic systems, but not for integer systems since we do not use global bounds (which ensure the termination of the branch and bound algorithm).

Completeness for rational arithmetic comes from the termination and soundness of the simplex algorithm. For real arithmetic, since most of the input languages for automated theorem provers only allow real numeric constants to be rationals ${ }^{6}$, we can consider the restriction of a real system $S$ to the rationals and try to solve it with the simplex method, which appears to be complete in this particular case. In fact, there are two possibilities: either the simplex finds a rational solution, then it is also a real solution; or the simplex finds the real system to be unsatisfiable, then we can build a proof search tree using our rules (which are sound for real arithmetic), which proves that the real system is unsatisfiable.

Using simplex optimizations such as Gomory's cuts [12], which reduce the search space, would require to complicate the explanation procedure, i.e the procedure that translates an unsatisfiable result from the simplex into a proof search tree. It might also require to add new arithmetic rules in order to keep the proof search tree as simple as possible. This is why no optimization of the simplex has been considered yet.

[^3]
## 5 Arithmetic Instantiation Mechanism

In order to find instantiations leading to contradictions, we try to find instantiations that satisfy a selected set of formulas. To do so, we introduce arithmetic constraint trees and the notion of counter-example for these trees.

### 5.1 Arithmetic Constraint Trees

Arithmetic constraint trees (referred to as trees in the following) and the notion of counter-example for these trees are defined as follows:

Definition 1 (Arithmetic Constraint Trees). An arithmetic constraint tree is a tree whose nodes and leaves are labeled with sets of arithmetic formulas.

Definition 2 (Cover of Nodes of a Tree). Given a tree $\mathcal{T}$, and a set of formula $\mathcal{E}$, the set of nodes of $\mathcal{T}$ covered by $\mathcal{E}$ is the least set of nodes $\mathcal{N}$ s.t. for all $n \in \mathcal{N}$, either label $(n) \cap \mathcal{E} \neq \emptyset$, where $\operatorname{label}(n)$ is the set of formulas labeling the node $n$, or all children of $\mathcal{N}$ are covered by $\mathcal{E}$.

Definition 3 (Cover of a Tree). A set of formulas $\mathcal{E}$ is said to cover a tree $\mathcal{T}$ iff the root of $\mathcal{T}$ belongs to the set of nodes covered by $\mathcal{E}$.

Definition 4 (Counter-Example of a Tree). A counter-example of a tree $\mathcal{T}$ is an assignment of the metavariables of $\mathcal{T}$ s.t. there exists a set of formulas $\mathcal{E}$ that covers $\mathcal{T}$ and s.t. all the negation of the formulas of $\mathcal{E}$ are satisfied.

In order to find a counter-example of an arithmetic constraint tree $\mathcal{T}$, we simply need to solve the negation of a system (a set of formulas) that covers $\mathcal{T}$. To do so, we enumerate a sufficient set of systems that covers $\mathcal{T}$ and try to solve each of them until we find a counter-example. We can enumerate a sufficient set of covering sets with the following formula:

$$
\operatorname{cover}(\mathcal{T})=\{\{f\} \mid f \in \operatorname{label}(\mathcal{T})\} \cup\left\{\bigcup_{1 \leq i \leq n} s_{i} \mid s_{i} \in \operatorname{cover}(\mathcal{T}[i])\right\}
$$

where label $(\mathcal{T})$ is the label of the root of $\mathcal{T}$, and $\mathcal{T}[i]$ the $i$-th children of the root of $\mathcal{T}$. This set is sufficient in the sense that any cover set of a tree $\mathcal{T}$ must be a superset of at least one set in $\operatorname{cover}(\mathcal{T})$.

### 5.2 Interleaving with Zenon

In Zenon, a proof search tree can be seen as a tree labeled with sets of formulas. To use this tree to find instantiations, we first have to allow Zenon to return a tree with open branches in the case where it did not find any contradiction. We then filter all the formulas in the tree, and keep only the arithmetic constraints to build an arithmetic constraint tree. Finally, we try to find a counter-example of this tree, and once found, we can prove the initial formula by using the $\gamma_{\forall \text { inst }}$

$$
\begin{aligned}
& \underline{\text { Open Proof Search Tree }} \\
& \frac{\neg \exists x \in \mathbb{Z} .(x \geq 0 \vee x \geq 1) \wedge(x \geq-5 \wedge x \leq 0)}{\neg((X \geq 0 \vee X \geq 1) \wedge(X \geq-5 \wedge X \leq 0))} \gamma_{\neg \exists M}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{X \leq-1}{\frac{X<1}{X \leq 0^{*}}} \operatorname{Neg}(\geq)
\end{aligned}
$$

Arithmetic Constraint Tree


Closed Proof Search Tree

$$
\begin{aligned}
& \quad \frac{\neg \exists x \in \mathbb{Z} .(x \geq 0 \vee x \geq 1) \wedge(x \geq-5 \wedge x \leq 0)}{\neg((0 \geq 0 \vee 0 \geq 1) \wedge(0 \geq-5 \wedge 0 \leq 0))} \gamma_{\neg \exists \text { Inst }} \\
& \frac{\neg((0 \geq 0 \vee 0 \geq 1))}{\neg(0 \geq 0), \neg(0 \geq 1)} \alpha_{\neg \vee} \operatorname{Neg}(\geq) \\
& \frac{\neg(0 \geq-5 \wedge 0 \leq 0)}{\neg \neg \wedge} \\
& \frac{\neg(0 \geq-5)}{\odot} \text { Const } \\
& \frac{\neg e g(\geq)}{\frac{0<-5}{\odot} \text { Const }} \beta_{\neg \wedge} \\
& \hline \frac{\neg(0 \leq 0)}{} \operatorname{Neg}(\leq) \\
& \frac{0>0}{\odot} \text { Const }
\end{aligned}
$$

Fig. 4. Proof of Formula 1
and $\gamma_{\neg \exists \text { inst }}$ rules (see Fig. 1) to instantiate the metavariables with the values of the counter-example. Let us illustrate this mechanism with an example:

$$
\begin{equation*}
\exists x \in \mathbb{Z} .(x \geq 0 \vee x \geq 1) \wedge(x \geq-5 \wedge x \leq 0) \tag{1}
\end{equation*}
$$

To prove this formula, we first consider its negation, then decompose it using the proof search rules to obtain the open proof search tree of Fig. 4. From this tree, we can get the arithmetic constraint tree of Fig. 4 by keeping the formulas of the open proof search tree that are labeled with "*", and by collapsing the empty nodes. During the enumeration of covering sets, we reach the set $S$ that contains the formulas that are labeled with " $\dagger$ " in the arithmetic constraint tree. We can then solve the system that is formed by the negation of the formulas in $S$, and which yields the counter-example $X \mapsto 0$. Finally, we can produce the closed proof search tree of Fig. 4 by instantiating $X$ by 0 .

With this mechanism, Zenon alternates between regular proof search with the usual proof search rules, and arithmetic solving over open proof search trees to get counter-examples that provide instantiations to close the proof search trees.

This approach is sound as instantiations cannot introduce inconsistencies. This approach is also complete for the validity of purely existential arithmetic formulas, where all the variables are existentially quantified ${ }^{7}$. Given such a formula, if the negation of this formula is unsatisfiable, then there exists a substitution $\sigma$ of the variables s.t. the resulting ground formula is unsatisfiable. Since the formula is ground, it means that after applying the propositional proof search rules, we have a tree $\mathcal{T}$ s.t. there is an unsatisfiable comparison of numeric constants in each branch of the proof search tree. The substitution $\sigma$ is a counter-example of $\mathcal{T}$, with a covering set $\mathcal{E}$ s.t. each comparison $e \bowtie f \in \mathcal{E}$ is absurd after substitution by $\sigma$. Our enumeration of potential covering sets is s.t. there exists $\mathcal{E}^{\prime} \in \operatorname{cover}(\mathcal{T})$ s.t. $\mathcal{E}^{\prime} \subseteq \mathcal{E}$. This means that there is a counter-example $\sigma^{\prime}$ of $\mathcal{T}$, with the covering set $\mathcal{E}^{\prime}$ s.t. it also closes all branches after substitution, and $\sigma^{\prime}$ will be found during the proof search since the branch and bound always terminates when there exists a solution.

### 5.3 Limitations of the Simplex Method

The main limitation of the simplex method is that it is not able to perform abstract computations, i.e. it is only able to handle numeric constants. For instance, if we want to prove the formula $\exists x \in \mathbb{Q} \cdot x \leq a$, where $a$ is a rational constant, we cannot feed the simplex with the formula $X \leq a$, where $X$ is the metavariable corresponding to the existential variable $x$, because in this context, $X$ and $a$ are fundamentally different: we cannot change the value of $a$, while we can choose the value of $X$, but the simplex is not able to make this difference. By extension, this prevents us from dealing with formulas containing both metavariables and $\epsilon$-terms, and therefore with formulas involving alternations of quantifiers.

## 6 Experimental Results and Proof Certification

We have implemented our extension of Zenon to arithmetic according to what is described in Secs. 4 and 5, using arbitrary precision rationals through the Zarith OCaml library ${ }^{8}$, and we have performed some tests using problems from the ARI category (i.e. the arithmetic category) of the TPTP library [16]. We consider 500 problems of this category that only involve linear arithmetic. These tests have been run on an Intel Xeon E5-2660 v2 2.20 GHz computer, with a timeout of 60 s and a memory limit of 2 GiB . The results are summarized in Tab. 1, where Zenon extended to arithmetic ${ }^{9}$ is compared to two first order automated theorem provers able to deal with arithmetic and the TPTP input formats, i.e. Princess casc-2014-07-04 [15] and Beagle 0.9 (2/7/2014) [4]. The execution time for a prover is the sum of the user and system times taken by the prover, i.e the total CPU time used by the process and its children. It may differ from the real

[^4]| Prover | Proofs | Rate | Total (1) <br> Time (s) | Average (1) <br> Time (s) | Total (2) <br> Time (s) | Average (2) <br> Time (s) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Zenon (arith.) | 459 | $92 \%$ | 23.33 | 0.05 | 23.08 | 0.05 |
| Princess | 491 | $98 \%$ | 2129.20 | 4.34 | 2048.20 | 4.52 |
| Beagle | 495 | $99 \%$ | 678.62 | 1.37 | 596.53 | 1.32 |

Table 1. Experimental Results over the ARI Category of TPTP
time for provers that use more than one thread, which is the case of Princess and Beagle. The total and average times labeled with "(1)" are computed w.r.t. all the problems, i.e. 500 problems. The total time for a given prover only considers the set of problems that the tool succeeds in proving, i.e. the problems over which the prover reaches the timeout are not included in the total time. The average time is computed as the total time divided by the number of proved problems. The total and average times labeled with "(2)" are computed w.r.t. the problems that are proved by all the tools, i.e. 453 problems.

As can be observed, Zenon is able to prove less problems than Princess and Beagle, but it is noticeably faster over the problems that it succeeds in proving, while proving a reasonable amount of problems. This trend can be seen in Fig. 5, which presents the cumulative times of the provers according to the numbers of proved problems. To obtain the curve for each prover, we consider its run times over all the problems that it proves, sort these times in increasing order, and then plot the cumulative sum of these times. The speed of Zenon is confirmed by the times computed w.r.t. the problems that are proved by all the tools (labeled with "(2)" in Tab. 1). These times show that the time difference between Zenon and the other provers is not due to the other provers taking more time over the problems that are not proved by Zenon, but rather because Zenon is typically faster over the problems that are proved by all the tools.

If we exclude the problems involving alternation of quantifiers, the typical problems not proved by Zenon actually make use of uninterpreted functions. This is due to the lack of exchange of information between the arithmetic extension and the rest of the proof search rules (the equality rules in particular). In fact, the non-trivial arithmetic proof search rules are only applied when the simplex detects an unsatisfiable system, which prevents the propagation of potentially relevant information to other parts of the proof search algorithm.

In the framework of the BWare project $[9,17]$, this extension of Zenon to arithmetic has been integrated to another extension of Zenon, called Zenon Modulo [8], which extends Zenon to deduction modulo [10]. Zenon Modulo extended to arithmetic has been benchmarked over a set of 12,876 proof obligations coming from the development of industrial applications using the B method [1] and requiring high integrity. It has allowed us to go from 10,340 proved problems (without the extension to arithmetic) to 12,281 proved problems (with the extension to arithmetic), and obtain an increase of almost $20 \%$. This shows that our implementation is scalable, and effective for program verification in particular.


Fig. 5. Cumulative Times according to the Numbers of Proved Problems

Zenon is a certifying automated theorem prover in the sense that it is able to produce proofs checkable by external tools, such as Coq [18] for example. This Coq backend has been extended to support the addition of the arithmetic proof search rules. The main challenge was to translate the implicit rewriting steps that are performed over the arithmetic formulas in the proof search rules. Using this extended backend, all the proofs found by Zenon for the problems of the ARI category have been successfully produced by Zenon and checked by Coq.

## 7 Related Work

The closest work from our approach is probably the one of the Princess automated theorem prover, which integrates the Omega test [15] with a tableau-based proof search method. Compared to our work, Princess offers a complete procedure for integer problems involving purely universal and purely existential formulas. In our case, we do not ensure this property in the case of purely universal formulas, as we do not use global bounds, which appear to be ineffective in practice. Moreover, Princess proposes a better integration of arithmetic with the other proof search rules, as it is able to deal with uninterpreted predicates (and also with uninterpreted functions by extension). However, compared to Princess, we provide a more efficient implementation (as pointed out by the experimental results of Sec. 6), which is partly due to the fact that the simplex method is more efficient than the Omega test in practice. But the main difference is that our approach is proof producing along the lines of what is proposed in [2], which allows us to increase the level of confidence in our implementation.

Arithmetic is also the area of expertise of SMT solvers. A large part of them, such as CVC4 [3] or Z3 [7], proposes linear (and also non-linear for some of them) arithmetic as a built-in theory, as well as very efficient implementations. Compared to SMT solvers, we offer a better support for the first order layer of arithmetic problems, as SMT solvers relies on pattern-matching (controlled by a system of triggers) rather than unification to deal with instantiation, which is not complete in general. In addition, our experimental results (see Sec. 6) let us hope that our implementation could compete, in terms of time, with some of the most efficient SMT solvers, even though no experiment has been realized yet. Finally, as mentioned previously, our implementation is able to produce proofs, which is not the case of most SMT solvers.

## 8 Conclusion

In this paper, we have proposed an extension of the Zenon tableau-based first order automated theorem prover to linear arithmetic. This extension relies on the general simplex algorithm to deal with rational systems, as well as on the branch and bound method to deal with integer systems. This extension has been implemented, and this implementation appears to be quite efficient compared to similar first order automated theorem provers, as pointed out by the experimental results over arithmetic problems coming from the TPTP library, and even though it is able to prove less problems than these other provers. As shown by the tests over the benchmark of the BWare project, this implementation also appears to be scalable. In addition, this implementation includes an extension of the Coq backend of Zenon as well, which allows us to produce Coq proofs from arithmetic automated proofs.

As future work, we plan to investigate the introduction of Gomory's cuts [12], which reduce the search space, and which appear to be very effective in combination with the branch and bound method (called the branch and cut method in this case), even though we think that it would require to complicate the explanation procedure. We also aim to realize a better integration of arithmetic with the other parts of the proof search method, in particular to deal with arithmetic formulas involving uninterpreted functions and predicates, even though our implementation is already able to prove difficult problems in this domain (see the problem ARI619 $=2$ with a TPTP ranking of $0.78^{10}$ for example). Finally, we would like to consider mixed problems (involving expressions of distinct arithmetic types) and non-linear arithmetic, which would allow us to deal with all the problems of the arithmetic category of TPTP (i.e. 557 problems).
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[^1]:    ${ }^{1}$ We use the notation $e \neq e^{\prime}$ as syntactic sugar for $\neg\left(e=e^{\prime}\right)$.

[^2]:    ${ }^{2}$ For reals, numeric constants are represented as arbitrary precision rationals.
    ${ }^{3}$ If $f$ is the empty sum, then the comparison is either trivially false, in which case the system if unsatisfiable, or a tautology, in which case it is useless.
    ${ }^{4}$ The termination of the simplex method is ensured using Bland's rule (see [11]).
    ${ }^{5}$ The new state of the simplex is of no use in this case, as if a system is unsatisfiable, then adding new equalities or bounds will not change anything to its satisfiability.

[^3]:    ${ }^{6}$ We therefore represent real numeric constants using arbitrary precision rationals.

[^4]:    ${ }^{7}$ This approach also handles formulas that are negations of purely universal arithmetic formulas, where all the variables are universally quantified.
    ${ }^{8}$ See: https://forge.ocamlcore.org/projects/zarith/.
    ${ }^{9}$ Available at: https://www.rocq.inria.fr/deducteam/ZenonArith/.

[^5]:    ${ }^{10}$ It means that at least $78 \%$ of the tested automated theorem provers fail in proving the considered problem.

