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**Image Processing**

- **Streamline kernels**
- **NoC Interface**
- **Call graph optimisations**
- **Operator library**
- **Compute clusters**
- **Deblock**
- **OOP**
- **Retina burner**
- **Deblock**
- **Antibio**
- **GMEAN**
- **LP**
- **Toggle**
- **Antibio**
- **GMEAN**
- **LP**

**Mathematical Morphology Base Operators**

- Arithmetic operators
  - Addition, subtraction, multiplication, division
  - Comparison operators: greater than, less than, equal
- Morphological operators
  - Erosion, dilation, opening, closing
- Reduction operators
  - Mean, median, mode
- Other operators
  - Threshold, mask, erosion, dilation

**Implements more complex algorithms:** watershed, arrow, labelling, minima, ...

**Improve data-parallelism to take better advantage of the current architecture**

**Other programming models:**
- **OpenCL via local memory pagination**
- **Pthreads/OpenMP on compute clusters**, communication library between clusters.

**Compilation Chain**

- Original application
- Source-to-source compiler
- Call graph optimisations
- Library
- Target-specific compiler
- Compute libraries

**Runtime Environment**

- Control code
- Host runtime
- Accelerator runtime on I/O clusters
  - I/O cluster
  - Compute clusters
  - System core
  - Compute core
  - Local memory
  - Shared memory (2 MB)
  - DDR (3 GB)

**Optimisations**

- Unrolling of converging loops
- Arithmetic operators aggregation
- Generation of kernel-specific convolutions
- Data parallelization for compute-intensive operators

**Future Work**

- Other programming models:
  - OpenCL, OpenMP on compute clusters, communication library between clusters.
  - OpenCL via local memory pagination.
- Improve data-parallelism to take better advantage of the current architecture.
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