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\textbf{Abstract}

In this paper we introduce a posteriori error estimator based on the concept of error in the constitutive relation to verify parametric models computed with a reduced basis approximation. We develop a global error estimator which leads to an upper bound for the exact error and takes into account all the error sources: the error due to the reduced basis approximation as well as the error due to the finite element approximation. We propose an error indicator to measure the quality of the reduced basis approximation and we deduce an error indicator on the finite element approximation.

1. Introduction

Finite Element Method is a common tool used to analyze and design parametrized mechanical systems. However, when a large set of parameters needs to be introduced in the model the computational effort increases drastically and many authors have recently shown interest in developing model reduction methods that exploit the fact that the response of complex models can often be approximated by the projection of the initial model on a low-dimensional reduced basis \cite{1–4}. Reduced basis methods aim at speeding up the computational time for complex numerical models. They are based on an offline/online computational strategy which consist in determining in a first step a set of snapshots or a reduced basis (offline computations) that will be able to represent accurately the solutions for the problem studied. Different techniques are used to generate this basis, the more commonly found in the literature are the proper orthogonal decomposition and the greedy sampling approach \cite{2,5}. In both case, the number of terms in the reduced basis is assumed to be very small compared to the number of degree of freedom of the finite element computation. Then, the approximate solutions of the parametrized problem are computed via performing a Galerkin projection onto the reduced basis space (online computations).

However, the accuracy of the obtained solutions depends on the quality of the mesh used as well as on the quality of the chosen reduced basis. If we denote by $\mu$ the vector of parameters, the global error $e_g$ is defined for any $\mu$ by

$$e_g(\mu) = u(\mu) - u_{rb}(\mu).$$

---
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where $\mathbf{u}(\mu)$ is the exact solution of the parametrized problem and $\mathbf{u}_{rb}(\mu)$ is its reduced basis approximation. This global error can be split into two parts:

$$
e_{g}(\mu) = \mathbf{u}(\mu) - \mathbf{u}_{h}(\mu) + \mathbf{u}_{h}(\mu) - \mathbf{u}_{rb}(\mu) = \mathbf{e}_{h}(\mu) + \mathbf{e}_{rb}(\mu)
$$

where $\mathbf{u}_{h}(\mu)$ is the finite element solution of the parametrized problem and $\mathbf{e}_{rb}(\mu) = \mathbf{u}_{h}(\mu) - \mathbf{u}_{rb}(\mu)$ (resp. $\mathbf{e}_{h}(\mu) = \mathbf{u}(\mu) - \mathbf{u}_{h}(\mu)$) is the error due to the projection of the finite element solution in the reduced basis space (resp. the error due to the finite element approximation). Within the framework and reduced basis approximations based on proper orthogonal decomposition or greedy sampling methods, many works have been devoted to the computation of a posteriori error estimators to measure the error due to the projection of the finite element solution in the reduced basis space. An error estimator is proposed for elliptic partial differential equations in [16], for parabolic problems in [7,8], for computational homogenization in [9], and for stochastic computations [10]. However, the proposed error estimators are focused on the estimation of the error due to the reduced basis approximation $\mathbf{e}_{rb}$ and assume that the error due to the finite element approximation $\mathbf{e}_{h}$ is negligible. Within the framework of the proper generalized decomposition, a global error estimator based on the concept of error in the constitutive relation [11], has been recently proposed for transient thermal problems in [12], and for linear elastic problems in [13]. This error estimator requires to develop a double reduced basis approximation during the offline step, a kinematic approach and a static approach, for solving the parametrized problem.

In this paper, we focus on parametrized linear elastic models where the parametric bilinear form $a$ is depending on parameters-dependent functions in an affine manner. The objective of this paper is to extend the constitutive relation error estimator to reduced basis approximations based on greedy sampling. The use of the constitutive relation error (CRE) requires the computation of an admissible pair $(\mathbf{u}, \mathbf{\sigma})$ for any parameter $\mu$ during the online computations. Unlike the approach proposed in [12,13], we use directly the initial reduced basis (i.e. the reduced basis used to compute the solution $\mathbf{u}_{rb}$) to build the admissible pair $(\mathbf{u}, \mathbf{\sigma})$ and we do not need to compute a second reduced basis by a greedy sampling algorithm. Additionally, two error indicators are developed to separate in the global error estimator the part of the error due to the finite element approximation from the part due to the reduced basis approximation. This family of error estimators allows to construct error bounds of the energy norm and has been applied to separate the contribution of the different sources of error in finite element computations for nonlinear problems [14–16], for domain decomposition problems [17,18]. We show that the global error estimator and the reduced basis error estimator are upper bounds of the corresponding exact errors. To compute efficiently the error estimates within the framework of an offline/online reduced basis method we need a further assumption, and we assume that the complementary energy is, as well as the bilinear form $a$, depending on parameters-dependent functions in an affine manner.

The paper is organized as follows: In Section 2, we introduce parametric problem to be solved, we briefly recall the reduced basis methodology, and we define the approximation errors introduced. The formulation of the global error estimator, the finite element error indicator and the reduced basis error indicator, as well as the offline/online strategy to compute them, are described in Section 3. Finally, in Section 4 the different errors are analyzed through a numerical example.

2. Problem to be solved

2.1. Linear elastic model

Let us consider an elastic structure defined in a domain $\Omega$ bounded by $\Gamma$. The external actions on the structure are represented by a surface force density $\mathbf{T}$ defined over a subset $\Gamma_{D}$ of the boundary and a body force density $\mathbf{b}$ defined in $\Omega$. We assume that a prescribed displacement $\mathbf{u} = \mathbf{u}_{d}$ is imposed on $\Gamma_{D} = \partial \Omega - \Gamma_{N}$. The material is assumed to be linear elastic, being the Hooke tensor. We consider that the problem is dependent of a set of parameters $\mu \in D \subset \mathbb{R}^P$. The problem can be formulated as: find a displacement field $\mathbf{u}(\mu) \in \mathcal{U}$ and a stress field $\mathbf{\sigma}(\mu)$ defined in $\Omega$ which verify:

- the kinematic constraints:
  $$\mathbf{u}(\mu) = \mathbf{u}_{d} \text{ on } \Gamma_{D}$$

- the equilibrium equations:
  $$\text{div} \mathbf{\sigma}(\mu) + \mathbf{b}(\mu) = 0 \text{ in } \Omega \text{ and } \mathbf{\sigma}(\mu) \mathbf{n} = \mathbf{T}(\mu) \text{ in } \Gamma_{N}$$

- the constitutive equation:
  $$\mathbf{\sigma}(\mu) = \mathbf{C}(\mu) \varepsilon(\mathbf{u}(\mu)) \text{ in } \Omega$$

$\mathbf{n}$ denotes the outgoing normal to $\Omega$, and $\mathcal{U}$ is the space in which the displacement field is being sought, $\mathcal{L}^{0}$ the space of the fields in $\mathcal{U}$ which are zero on $\Gamma_{D}$, and $\varepsilon(\mathbf{u})$ denotes the linearized deformation associated with the displacement: $[\varepsilon(\mathbf{u})]_{ij} = 1/2 (u_{ij} + u_{ji})$.

The strong form of the problem (3-5) is equivalent to the classical weak form formulation: find $\mathbf{u} \in \{ \mathbf{v} \in \mathcal{U} : \mathbf{v}|_{\Gamma_{D}} = \mathbf{u}_{d} \}$ such that:

$$a(\mathbf{u}(\mu), \mathbf{u}^{*} ; \mu) = f(\mathbf{u}^{*} ; \mu) \quad \forall \mathbf{u}^{*} \in \mathcal{L}^{0}$$

(6)
where
\[
a(u^r, u^r, \mu) = \int_{\Omega} C(\mu) \varepsilon(u^r) : \varepsilon(u^r) \, d\Omega \quad \text{and} \quad f(u^r, \mu) = \int_{\Omega} b(\mu) \cdot u^r \, d\Omega + \int_{\Gamma_N} T(\mu) \cdot u^r \, d\Gamma
\]

Following [1], we assume that the parametric bilinear form \(a\) and the loading \(f\) are affinely dependent of functions of the parameter \(\mu\), by which we shall mean:
\[
a(u^r, u^r, \mu) = \sum_{q=1}^{Q} \Theta^q(\mu) a^q(u^r, u^r) \quad \text{and} \quad f(u^r, \mu) = \sum_{q=1}^{Q} H^q(\mu) f^q(u^r)
\]
where \(\Theta^q(\mu) \in \{1, \ldots, Q\} \) and \(H^q(\mu)(q \in \{1, \ldots, Q\})\) are known functions of \(\mu\), \(a^q(q \in \{1, \ldots, Q\})\) are bilinear forms independent of \(\mu\) and \(f^q(q \in \{1, \ldots, Q\})\) are linear functions independent of \(\mu\).

**Remark.** This ‘affine’ decomposition has been successfully applied by Rozza et al. for different kind of parametrization: geometry, load intensity and direction, material properties, and multi subdomains for modular structures (see [2] for more details).

### 2.2. Finite element approximation

To compute the solution \(u(\mu)\) of Eq. (6), we introduce a finite element approximation \(u_h\) of \(u\) in a finite element space \(\mathcal{U}_h\). The finite-dimension space \(\mathcal{U}_h\) is associated with a finite element mesh of characteristic size \(h\). Let \(\mathcal{T}_h\) be a partition of \(\Omega\) into elements \(E_h\). This partition formed by the union of all elements, is assumed to coincide exactly with the domain \(\Omega\) and any two elements are either disjoint or share a common edge. We assume that \(\mathcal{U}_d\) can be represented by a displacement field in \(\mathcal{U}_h\). The discretized problem is: find \(u_h \in \{v \in \mathcal{U}_h; \ v|_{\Gamma_D} = u_d\}\) such that:
\[
a(u_h, u_h; \mu) = f(u_h; \mu) \quad \forall u_h \in \mathcal{U}_h^0
\]
where \(\mathcal{U}_h^0 = \{v \in \mathcal{T}_h; \ v|_{\Gamma_D} = 0\}\).

The corresponding stress field is calculated using the constitutive equation:
\[
\sigma_h(\mu) = C(\mu) \varepsilon(u_h(\mu))
\]

### 2.3. Reduced basis approximation

Let \(u_{dir} \in \mathcal{U}_h\) be a displacement field such that \(u_{dir}|_{\Gamma_D} = u_d\). Let us introduce a set of samples in the parameter space \(\mathcal{S}^{N_h} = \{\mu^1, \ldots, \mu^{N}\}\), where \(\mu^1 \in \mathcal{D}\), and for each \(\mu^n\) compute a finite element solution \(u_h^0(\mu^n)\) in \(\mathcal{U}_h^0\) described by the corresponding vector of nodal values \(q^n\).
\[
a(u^n_h(\mu^n), u_h^n; \mu^n) = f(u^n_h; \mu^n) - a(u_{dir}, u^n_h; \mu^n) \quad \forall u_h^n \in \mathcal{U}_h^0
\]

The reduced basis space is then defined by
\[
\mathcal{U}_h^0 = \text{span}\{u_h^0(\mu^1), \ldots, u_h^0(\mu^{N_h})\} \subset \mathcal{U}_h^0
\]

The choice of the samples in the parameter space \(\mathcal{S}^{N_h}\) and of the associated reduced basis \(\mathcal{U}_h\) depends on the sampling strategy (see [1] for more details). In this paper, as detailed in Section 2.5, we use the Greedy approach proposed in [1,2]. The reduced basis approximation consists in solving Eq. (6) in \(\mathcal{U}_h^0 + \{u_{dir}\}\). A key point to justify the use of the reduced basis approximation is that \(N_h^0\) is assumed to be much smaller than \(N_f\) (i.e. \(N_h^0 \ll N_f\)).
\[
a(u_{rb}^h(\mu), u_{rb}^h; \mu) = f(u_{rb}^h; \mu) - a(u_{dir}, u_{rb}^h; \mu) \quad \forall u_{rb}^h \in \mathcal{U}_h^0
\]

**Remark.** The computation of \(u_{dir}\) is performed offline. The simplest choice is, for a given \(\bar{\mu} \in \mathcal{D}\), to find \(u_{dir} \in \{v \in \mathcal{T}_h; \ v|_{\Gamma_D} = u_d\}\) such that
\[
a(u_{dir}, u^r_h; \bar{\mu}) = 0 \quad \forall u^r_h \in \mathcal{U}_h^0
\]

The corresponding stress field is calculated using the constitutive equation:
\[
\sigma_{dir} = C(\bar{\mu}) \varepsilon(u_{dir})
\]

\(\sigma_{dir}\) is equilibrated to zero in the FE sense:
\[
\int_{\Omega} \sigma_{dir} : \varepsilon(u^r_h) \, d\Omega = 0, \quad \forall u^r_h \in \mathcal{U}_h^0
\]

Let us denote by \(\Phi_{rb}\) the displacement fields \(u_i^0(\mu_i)\) for \(i \in \{1, \ldots, N_h\}\). The reduced basis solution writes
\[
u_h(\mu) = u_{dir} + \sum_{i=1}^{N_h} \alpha_i \Phi_{rb}^i
\]
The corresponding stress is defined using the constitutive equation

\[
\sigma_{ib}(\mu) = C(\mu)\epsilon(u_{dir}) + \sum_{l=1}^{N_r} \alpha_l C(\mu)\epsilon(\Phi_{rb}^l)
\]  

(15)

by introducing Eq. (14) in Eq. (12) we build the algebraic system

\[
[K(\mu)]\alpha = [F(\mu)]
\]  

(16)

The elements of [K(\mu)] and of [F(\mu)] are defined by

\[
K_{ij}(\mu) = a(\Phi_{rb}^i, \Phi_{rb}^j; \mu) \quad \text{and} \quad F_i(\mu) = f(\Phi_{rb}^i; \mu)
\]  

(17)

Thanks to the ‘affine’ decomposition of a and f, K_{ij} and F_i can be written as a linear combination of the functions \(\Theta^q(\mu)(q \in \{1, \ldots, Q\})\) and \(H^q(\mu)(q \in \{1, \ldots, Q'\})\).

\[
K_{ij}(\mu) = \sum_{q=1}^Q \Theta^q(\mu)a^q(\Phi_{rb}^i, \Phi_{rb}^j) \quad \text{and} \quad F_i(\mu) = \sum_{q=1}^{Q'} H^q(\mu)f^q(\Phi_{rb}^i)
\]  

(18)

A crucial point in reduced basis approximations is the separation of the computational procedure in two parts: an offline part devoted to the computation of parameters independent terms and performed only once, and an online part devoted to the computation of parameters dependent terms and performed many times. The computational complexity of the offline stage is great and depends on \(N_{fe}\) (the size of the finite element approximation), while the computational complexity of the online stage is small and depends on \(N_s\), \(Q\), \(Q'\). We summarize the two parts of the computation (a more detailed description can be found in [1])

- offline: \(N_s\) finite element solutions \(\Phi_{rb}^l = \mathbf{u}_h^l(\mu)\) as well as the scalars quantities \(a^q(\Phi_{rb}^i, \Phi_{rb}^j)\) and \(f^q(\Phi_{rb}^i)\) are computed and stored.
- online: the matrix \([K(\mu)]\) and the right hand side \([F(\mu)]\) are assembled from Eq. (17), the system \([K(\mu)]\alpha = [F(\mu)]\) is solved and the displacement field \(\mathbf{u}_{rb}(\mu)\) is computed from Eq. (14).

All the online operations are independent of dimension \(N_{fe}\) and depend only on \(N_s\), \(Q\) and \(Q'\).

2.4. Approximation errors

Two approximation errors are introduced in the computation of the reduced basis approximation

- an error due to the projection in the reduced basis space,
- an error due to the finite element approximation.

The global error \(e_g\) is defined by

\[
e_g(\mu) = \mathbf{u}(\mu) - \mathbf{u}_{rb}(\mu)
\]

(19)

This global error can be split in two parts

\[
e_g(\mu) = e_h(\mu) + e_{rb}(\mu)
\]

(20)

where \(e_h\) and \(e_{rb}\) respectively the error introduced by the finite element approximation and the error introduced by the reduced basis approximation.

\[
e_h(\mu) = \mathbf{u}(\mu) - \mathbf{u}_h(\mu) \quad \text{and} \quad e_{rb}(\mu) = \mathbf{u}_h(\mu) - \mathbf{u}_{rb}(\mu)
\]

(21)

The energy norm is a classical way to measure these errors

\[
\|e_g(\mu)\|^2_\mu = a(\mathbf{e}_g(\mu); \mathbf{e}_g(\mu), \mu) = \int_\Omega C(\mu)\mathbf{e}(\mathbf{e}_g(\mu)) : \mathbf{e}(\mathbf{e}_g(\mu)) d\Omega
\]

(22)

where \(\bullet = g, h\) or \(rb\). The following equality holds for the energy norm:

\[
\|e_g(\mu)\|^2_\mu = \|e_h(\mu)\|^2_\mu + \|e_{rb}(\mu)\|^2_\mu
\]

(23)

2.5. Choice of the snapshots

The choice of the elements \(\mathbf{u}_h(\mu)\) of the reduced basis (often called snapshots) is performed following the Greedy approach proposed in [1,2]. We denote by \(D_{train} \subset D\) the set of the samples which will be used to generate our reduced basis approximation and \(N_{train}\), the number of elements of \(D_{train}\). Typically \(N_{train}\) is chosen such that \(N_s << N_{train}\). The generation of the snapshots is performed by an iterative greedy procedure. We begin with a first point \(\mu^1\) and a first reduced basis space \(U_{rb}^1 = \text{span}[\mathbf{u}_h^1(\mu^1)]\), then, for \(N = 2, \ldots, N_s\), we compute \(\mathbf{u}_h(\mu)\) in \(U_{rb}^{N-1} + \{u_{dir}\}\) for all \(\mu \in D_{train}\) and we find

\[
\mu^N = \text{argmax}_{\mu \in D_{train}} \|e_{rb}(\mu)\|_\mu \quad \text{and} \quad \mathbf{u}_h^N(\mu^N) = \mathbf{u}_h(\mu^N) - \mathbf{u}_{dir}
\]

(24)

set \(S^N = S^{N-1} \cup \mu^N\), and update \(U_{rb}^N = U_{rb}^{N-1} + \text{span}[\mathbf{u}_h^N(\mu^N)]\).
Remark. For practical purpose it is necessary to replace \( \| e_h(\mu) \|_\mu \) by an inexpensive a posteriori error bound as proposed in [1]. In this paper, we use an error bound based on the concept of error in the constitutive relation that will be developed in Section (3.5).

3. Error in the constitutive relation

In this section, we propose an error estimation method based on the concept of error in the constitutive relation. We show that this error estimator is an upper bound of the error in the energy norm. An important point to develop an efficient error estimator for reduced basis approximations is that the cost of construction of the error estimators is independent on \( N_q \), and we need to introduce as a further assumption that the complementary energy is also affinely dependent of functions of the parameter \( \mu \).

\[
\int_\Omega C(\mu)^{-1} \sigma_1 : \sigma_2 \, d\Omega = \sum_{q=1}^{Q_q} \Theta^q_\sigma(\mu) \int_\Omega S^q \sigma_1 : \sigma_2 \, d\Omega
\]

where \( \Theta^q_\sigma(\mu) \) are known scalar functions and \( S^q \) are fourth order tensor fields defined on \( \Omega \).

3.1. Definition of the error estimator

The approach based on the constitutive relation error [11] relies on a partition of the equations of the problem to be solved into two groups. In linear elasticity, the first group consists of the kinematic constraints and the equilibrium equations; the constitutive equation constitutes the second group. For a given \( \mu \in \mathcal{D} \), let us consider an approximate solution of the problem, denoted by \((\mathbf{u}^e, \sigma^e)\), which verifies the first group of equations (3) and (4). This solution will be said admissible. If \((\mathbf{u}^e, \sigma^e)\) verifies the constitutive equation (Eq. (5)) in \( \Omega \) then \((\mathbf{u}^e, \sigma^e) = (\mathbf{u}(\mu), \sigma(\mu))\). If \((\mathbf{u}^e, \sigma^e)\) does not verify the constitutive equation, the quality of this admissible solution is measured by the error in the constitutive relation \( \eta^e \) which is defined with respect to the constitutive equation

\[
\eta^e = e_{cr}(\mathbf{u}^e, \sigma^e) = \| \epsilon^e - C(\mu) \epsilon(\mathbf{u}^e) \|_\mu
\]

where

\[
\| \epsilon^e - C(\mu) \epsilon(\mathbf{u}^e) \|_\mu = \left[ \int_\Omega \left( \epsilon^e - C(\mu) \epsilon(\mathbf{u}^e) - C^{-1}(\mu) \epsilon^e \right) : \left( \epsilon^e - C(\mu) \epsilon(\mathbf{u}^e) - C^{-1}(\mu) \epsilon^e \right) \, d\Omega \right]^{1/2}
\]

(27)

The Prager–Syngue theorem gives a relationship between the exact and admissible solution [19]

\[
e^2_{cr}(\mathbf{u}^e, \sigma^e) = \| \epsilon - \epsilon^e \|_\mu^2 + \| \mathbf{u} - \mathbf{u}^e \|_\mu^2
\]

(28)

3.2. Admissible solution

A key point to develop the error estimator is the construction, for a given \( \mu \in \mathcal{D} \), of an admissible solution \((\mathbf{u}^e, \sigma^e)\) from the reduced basis solution \( \mathbf{u}_h(\mu) \) and the data. Since the reduced basis solution verifies the kinematic constraints, one takes:

\[
\mathbf{u}^e = \mathbf{u}_h(\mu) \text{ in } \Omega
\]

(29)

A method to recover equilibrated stress fields \( \sigma^e \) from the finite element solution and the data have been under development for several years [19–21]. In classical linear elasticity finite element computation, the admissible stress field can be constructed directly from the finite element stress field [19] because the finite element stress field verifies the equilibrium equations of the finite element model. In the case of a reduced basis the construction of an admissible stress field \( \sigma^e \) requires two distinct steps.

• In a first offline step, the reduced basis \( \mathcal{U}_h \) is used to build an admissible reduced basis for the stresses. This reduced basis is built with a recovery technique for constructing equilibrated stresses in star patches proposed in [20].

• In a second online step, the admissible stress is computed by a minimization of an energy norm.

3.3. Construction of an admissible stress field

The first step (offline) consists in building an admissible reduced basis for the stresses.

Let \( \mu^0 \) denote a particular set of parameters such that \( \mu^0 \neq \mu^1, \ldots, \mu^K \). and let us introduce a set of displacement fields \( \mathbf{u}_h^q(\mu^0) \in \mathcal{U}_h^q \), for \( q \in \{1, \ldots, Q^\mu\} \), such that

\[
a(\mathbf{u}_h^q(\mu^0), \mathbf{u}_h^q; \mu^0) = f^q(\mathbf{u}_h^q) \quad \forall \mathbf{u}_h^q \in \mathcal{U}_h^q
\]

(30)

where \( f^q \) is the \( q^{th} \) element of the affine decomposition of the loading (Eq. (7)). The stress fields \( \sigma^e = C(\mu^0) \epsilon(\mathbf{u}_h^q(\mu^0)) \) verify an equilibrium equation in the FE sense (Eq. (31))

\[
\int_\Omega \sigma^e : \epsilon(\mathbf{u}_h^q) \, d\Omega = f^q(\mathbf{u}_h^q) \quad \forall \mathbf{u}_h^q \in \mathcal{U}_h^q
\]

(31)
For each \( q \in \{1, \ldots, Q\} \), a recovery technique [20] is used to build a stress field \( \hat{\sigma}^q \) that verifies the equilibrium equation defined by the following equation:

\[
\int_{\Omega} \hat{\sigma}^q : \varepsilon(u^*) \, d\Omega = f^q(u^*) \quad \forall u^* \in \mathcal{U}^0
\]

(32)

Similarly, a stress field \( \hat{\sigma}_{\text{dir}} \) equilibrated to zero is built from the stress field \( \sigma_{\text{dir}} \) (Eq. (13)) such that

\[
\int_{\Omega} \hat{\sigma}_{\text{dir}} : \varepsilon(u^*) \, d\Omega = 0 \quad \forall u^* \in \mathcal{U}^0
\]

(33)

The set of stresses \( \hat{\sigma}^q \) is used to build an admissible stress field \( \hat{\sigma}_f(\mu) \) for any loading \( f(u^*; \mu) \). Let us define the stress field \( \hat{\sigma}_f(\mu) \), which depends explicitly on \( \mu \) by

\[
\hat{\sigma}_f(\mu) = \sum_{q=1}^{Q'} H^q(\mu) \hat{\sigma}^q + \hat{\sigma}_{\text{dir}}
\]

(34)

where \( H^q(\mu) \) are known functions of \( \mu \) defined in Eq. (7). If we introduce Eq. (32) in Eq. (7), thanks to the ‘affine’ decomposition, we obtain

\[
\forall u^* \in \mathcal{U}^0 \quad f(u^*; \mu) = \sum_{q=1}^{Q'} H^q(\mu) \left( \int_{\Omega} \hat{\sigma}^q : \varepsilon(u^*) \, d\Omega \right) = \int_{\Omega} \left( \sum_{q=1}^{Q'} H^q(\mu) \hat{\sigma}^q \right) : \varepsilon(u^*) \, d\Omega
\]

(35)

Hence, the stress field \( \hat{\sigma}_f(\mu) \) is admissible for the loading \( f(u^*; \mu) \). Similarly \( \sigma_f(\mu) \) defined by Eq. (36) is an equilibrated stress field for the finite element model.

\[
\sigma_f(\mu) = \sum_{q=1}^{Q'} H^q(\mu) \hat{\sigma}^q + \sigma_{\text{dir}}
\]

(36)

The stress field \( \hat{\sigma}_f(\mu) \) could be used directly to compute an upper bound of the error, however it is easy to improve this upper bound adapting the technique proposed in [12] for a proper generalized decomposition method, to a reduced basis approach. Let us consider the set of stress fields computed from the snapshot solutions \( \mathcal{U}_{ib} \)

\[
\sigma_{ib} = C(\mu) \varepsilon(u_{ib}(\mu)) \quad \text{for } i \in \{1, \ldots, N_s\}
\]

(37)

The stress field \( \sigma_{ib} \) is equilibrated in the FE sense for the loading \( f(u_{ib}^*; \mu^i) \). The recovery technique [20] is again used to compute admissible stress fields \( \hat{\sigma}_{ib} \) (\( i \in \{1, \ldots, N_s\} \)) such that

\[
\int_{\Omega} \hat{\sigma}_{ib} : \varepsilon(u^*) \, d\Omega = f(u^*; \mu^i) \quad \forall u^* \in \mathcal{U}^0
\]

(38)

For a fixed \( \mu^i \), Eq. (34) leads to

\[
\int_{\Omega} \hat{\sigma}_f(\mu^i) : \varepsilon(u^*) \, d\Omega = f(u^*; \mu^i) \quad \forall u^* \in \mathcal{U}^0
\]

(39)

By subtracting Eq. (39) from Eq. (38) we obtain

\[
\int_{\Omega} \Delta \hat{\sigma}_{ib} : \varepsilon(u^*) \, d\Omega = 0 \quad \forall u^* \in \mathcal{U}^0
\]

(40)

where \( \Delta \hat{\sigma}_{ib} = \hat{\sigma}_{ib} - \hat{\sigma}_f(\mu^i) \) (\( i \in \{1, \ldots, N_s\} \)) is a set of stress fields equilibrated to zero. Similarly, we can build a set of stress fields equilibrated to zero in the FE sense by setting \( \Delta \sigma_{ib} = \sigma_{ib} - \sigma_f(\mu^i) \).

The second step of the construction is performed during the online procedure. For each parameter \( \mu \) an admissible stress field \( \sigma^e \) is sought in the reduced basis of equilibrated stress fields

\[
\sigma^e = \hat{\sigma}_f(\mu) + \sum_{i=1}^{N_s} \beta_i \Delta \hat{\sigma}_{ib}
\]

(41)

From Eqs. (40) and (34) it follows that \( \sigma^e \) is equilibrated with the loading \( f(u^*; \mu) \) for all \( \beta_i \in \mathbb{R} \).

The coefficients \( \beta_i \) are computed in order to minimize the “distance” between the stress field computed in the reduced basis \( \sigma_{ib}(\mu) = C(\mu) \varepsilon(u_{ib}) \) and a stress field equilibrated in the FE sense \( \hat{\sigma}(\beta_1, \ldots, \beta_{N_s}) \)

\[
J(\beta_1, \ldots, \beta_{N_s}) = ||C(\mu) \varepsilon(u_{ib}) - \hat{\sigma}(\beta_1, \ldots, \beta_{N_s})||_\mu
\]

(42)

where

\[
\hat{\sigma}(\beta_1, \ldots, \beta_{N_s}) = \sigma_f(\mu) + \sum_{i=1}^{N_s} \beta_i \Delta \sigma_{ib}
\]

(43)
The minimization of Eq. (42) leads to the algebraic system
\[
[A(\mu)][\beta] = [G(\mu)]
\]  
(44)

where
\[
A_{ij} = \int_\Omega C^{-1}(\mu) \Delta \sigma^i_{rb} : \Delta \sigma^j_{rb} \, d\Omega
\]  
(45)

and
\[
G_j = \int_\Omega \Delta \sigma^j_{rb} : (\varepsilon(u_{rb}) - C^{-1}(\mu) \sigma_f(\mu)) \, d\Omega
\]  
(46)

Remark. The equilibrated stress field \(\sigma^e\) could also be used in Eq. (42) instead of the weakly equilibrated stress field \(\tilde{\sigma}\), to obtain a better effectivity index for the global error estimator. However, the use of the weakly equilibrated stress field leads to minimize the error estimator on the reduced basis approximation (as shown in Eq. (61)) which is used to build the snapshots.

3.4. Computation of the error estimator and upper bound property

A direct application of the Prager–Synge theorem (Eq. (28)) with \(u^e = u_{rb}\) and \(\sigma^e\) defined by Eq. (41) leads to the following upper bound property for the energy norm
\[
\|e^e(\mu)\| = \|u - u_{rb}\|_\mu \leq \eta \theta = e^f(\mu, \sigma^e)
\]  
(47)

From Eq. (26) the expression of the global error estimator is given by
\[
e^2_{cr}(u_{rb}, \sigma^e) = \int_\Omega C^{-1}(\mu) \sigma^e : \sigma^e \, d\Omega + \int_\Omega C(\mu) \varepsilon(u_{rb}) : \varepsilon(u_{rb}) \, d\Omega - 2 \int_\Omega \sigma^e : \varepsilon(u_{rb}) \, d\Omega
\]  
(48)

The computation of the global error estimator is done by an offline–online procedure

• During the offline procedure the stress fields \(\tilde{\sigma}^i_q\) \((q \in \{1, \ldots, Q'\})\) and \(\Delta \tilde{\sigma}^i_{rb}(i \in \{1, \ldots, N_r\})\) are computed and stored, as well as the following scalar quantities for \((i, j) \in \{1, \ldots, N_r\}, p \in \{1, \ldots, Q'\}\) and \(r \in \{1, \ldots, Q''\}\)
\[
a_{ij} = \int_\Omega S' \Delta \sigma^i_{rb} : \Delta \sigma^j_{rb} \, d\Omega
\]
\[
d^0_{ij} = \int_\Omega S' \sigma^0 : \Delta \sigma^i_{rb} \, d\Omega
\]
\[
c_{ij} = \int_\Omega \Delta \sigma^i_{rb} : \varepsilon(\Phi^j_{rb}) \, d\Omega
\]

\[
\hat{a}_{rij} = \int_\Omega S' \Delta \tilde{\sigma}^i_{rb} : \Delta \tilde{\sigma}^j_{rb} \, d\Omega
\]
\[
\hat{d}^0_{ij} = \int_\Omega S' \tilde{\sigma}^i_q : \Delta \tilde{\sigma}^i_{rb} \, d\Omega
\]
\[
\hat{d}^{00}_{ij} = \int_\Omega S' \tilde{\sigma}^i_q : \tilde{\sigma}^i_q \, d\Omega
\]
\[
\hat{b}_{ij} = \int_\Omega C' \varepsilon(\Phi^i_{rb}) : \varepsilon(\Phi^j_{rb}) \, d\Omega
\]
\[
\hat{c}_{ij} = \int_\Omega \Delta \tilde{\sigma}^i_{rb} : \varepsilon(\Phi^j_{rb}) \, d\Omega
\]
\[
\hat{d}^{0}_{ij} = \int_\Omega \tilde{\sigma}^i_q : \varepsilon(\Phi^j_{rb}) \, d\Omega
\]

(49)

• During the online procedure for each parameter \(\mu\), thanks to the ‘affine’ decomposition (Eq. (25)), we compute the coefficients of matrix \([A(\mu)]\) and \([G(\mu)]\) by introducing the coefficients defined by Eq. (49) in Eqs. (45) and (46):
\[
A_{ij} = \sum_{r=1}^{Q''} \Theta^i_r(\mu) a_{rij} \quad \text{and} \quad G_j = \sum_{i=1}^{N_r} \alpha_i(\mu) c_{ij} - \sum_{p=1}^{Q'} \sum_{r=1}^{Q''} H^p(\mu) \Theta^i_p(\mu) a^0_{ipj}
\]

(51)

then, the system \([A(\mu)][\beta] = [G(\mu)]\) is solved.

The error estimator \(e^2_{cr}\) is computed during the online procedure from the coefficients \(\beta_i\), and the coefficients in Eq. (50) are computed during the offline procedure.
\[
e^2_{cr}(u_{rb}, \sigma^e) = \sum_{r=1}^{Q''} \sum_{p=1}^{Q'} \sum_{q=1}^{Q'} \Theta^i_p H^p H^q \hat{d}^{0}_{pq} + \sum_{r=1}^{Q''} \sum_{p=1}^{Q'} \sum_{i=1}^{N_r} \sum_{l=1}^{l=1} \Theta^i_p H^p \beta^l \hat{d}^{0}_{pil}
\]
As measured the decomposition of the relation $\sigma$ into the stress $\sigma$ and the strain $\varepsilon$ is:

$$
\sum_{i=1}^{Q'} \sum_{l=1}^{N_l} \sum_{j=1}^{N_j} \Theta_{ij} \beta_i \beta_j \hat{a}_{ij} + \sum_{p=1}^{Q''} \sum_{l=1}^{N_l} \sum_{j=1}^{N_j} \Theta'_{ij} \alpha_i \alpha_j \hat{b}_{ij} - 2 \sum_{p=1}^{Q} \sum_{l=1}^{N_l} H^p \alpha_i \beta_l = -2 \sum_{i=1}^{N_i} \beta_i \alpha_i \hat{c}_{ij} \tag{52}
$$

All the online computations are independent on $N_E$ and depend only on $Q, Q', Q''$, and $N_k$.

### 3.5. Error indicators

The error estimator in the constitutive relation $e_{cr}(\mathbf{u}, \sigma^e)$ defined in Section 3.4 is a global error estimator which takes into account the errors due to the projection in the reduced basis space as well as the error due to the finite element approximation. In order to control the global error, it is important to separate in this global error the different error contributions and to build error indicators which can measure separately the error contributions from the reduced basis approximation and the error contributions from the finite element approximation. A first approach to build error indicators based on the error in the constitutive relation was proposed for separating time integration error from finite element spatial error in elasto-plasticity [14,16,22,23], the same idea was applied to domain decomposition algorithms in [17,18]. Within the framework of the proper generalized decomposition separated error indicators were proposed in [12].

To estimate the contribution to the global error due to the reduced basis approximation, we define a new reference model that is the finite element model: Find a displacement field $\mathbf{u}_h(\mu) \in \mathcal{U}_h$ and a stress field $\sigma_h(\mu)$ defined in $\Omega$ which verify:

- the kinematic constraints:
  $$
  \mathbf{u}_h(\mu) = \mathbf{u}_a \quad \text{on} \quad \Gamma_D 
  \tag{53}
  $$

- the finite element equilibrium equations:
  $$
  \int_\Omega \sigma_h(\mu) : \mathbf{e}(\mathbf{u}_h^0) \ d\Omega = \int_\Omega \mathbf{b}(\mu) \cdot \mathbf{u}_h^0 \ d\Omega + \int_{\Gamma_h} \mathbf{T}(\mu) \cdot \mathbf{u}_h^0 d\Gamma \quad \forall \mathbf{u}_h^0 \in \mathcal{U}_h^0 
  \tag{54}
  $$

- the constitutive equation:
  $$
  \sigma_h(\mu) = \mathbf{C}(\mu) \cdot \mathbf{e}(\mathbf{u}_h^0)) \quad \text{in} \quad \Omega \tag{55}
  $$

Let us consider an approximate solution of the problem, denoted by $(\mathbf{u}^{\text{ref}}, \sigma^{\text{ref}})$ which verifies the first group of equations (Eqs. (53) and (54)). This solution will be said to be FE-admissible. If $(\mathbf{u}^{\text{ref}}, \sigma^{\text{ref}})$ verifies the constitutive equation (Eq. (55)) in $\Omega$ then $(\mathbf{u}^{\text{ref}}, \sigma^{\text{ref}}) = (\mathbf{u}_h(\mu), \sigma_h(\mu))$. If $(\mathbf{u}^{\text{ref}}, \sigma^{\text{ref}})$ does not verify the constitutive equation, the quality of this admissible solution is measured by the error in the constitutive relation $\eta_{rb}$ which is defined with respect to the constitutive equation

$$
\eta_{rb} = e_{cr}(\mathbf{u}_h(\mu), \sigma_h(\mu)) = ||| \sigma^{\text{ref}} - \mathbf{C}(\mu) \cdot \mathbf{e}(\mathbf{u}_h(\mu)) ||| \quad \mu
\tag{56}
$$

The FE-admissible fields can be constructed straightforwardly from the previous computations. Since the reduced basis solution $\mathbf{u}_h(\mu)$ verifies the kinematic constraints and since the stress field $\sigma_h(\beta_1, \ldots, \beta_{N_k})$ computed by Eq. (43) is equilibrated in the FE sense (i.e. verifies Eq. (54)), one takes $(\mathbf{u}^{\text{ref}}, \sigma^{\text{ref}}) = (\mathbf{u}_h(\mu), \sigma_h(\beta_1, \ldots, \beta_{N_k}))$.

The application of the Prager–Syngue theorem to $\eta_{rb} = e_{cr}(\mathbf{u}_h(\mu), \hat{\sigma})$ shows that $\eta_{rb}$ is an upper bound of the error for the reduced basis approximation. Let us consider

$$
\eta_{rb}^2 = ||| \hat{\sigma} - \mathbf{C}(\mathbf{u}_h) |||^2 \quad \mu
\tag{57}
$$

As $\sigma_h - \mathbf{C}(\mathbf{u}_h) = 0$, we have

$$
\eta_{rb}^2 = ||| \hat{\sigma} - \sigma_h + \mathbf{C}(\mathbf{u}_h) - \mathbf{C}(\mathbf{u}_h) |||^2 \quad \mu
\tag{58}
$$

This expression can be developed in

$$
\eta_{rb}^2 = ||| \hat{\sigma} - \sigma_h |||^2 + \mathbf{u}_h - \mathbf{u}_h \mu^2 + 2 \int_\Omega (\hat{\sigma} - \sigma_h) \cdot \mathbf{e}(\mathbf{u}_h - \mathbf{u}_h) d\Omega
\tag{59}
$$

As $\sigma_h$ and $\hat{\sigma}$ verify Eq. (54) and $\mathbf{u}_h - \mathbf{u}_h \in \mathcal{U}_h^0$, we have

$$
\int_\Omega (\hat{\sigma} - \sigma_h) \cdot \mathbf{e}(\mathbf{u}_h - \mathbf{u}_h) d\Omega = 0
\tag{60}
$$

and

$$
\eta_{rb}^2 = e^2_{cr}(\mathbf{u}_h, \hat{\sigma}) = ||| \sigma_h - \hat{\sigma} |||^2 + \mathbf{u}_h - \mathbf{u}_h \mu^2
\tag{61}
$$

As a consequence $\eta_{rb}$ is an upper bound of the error for the reduced basis approximation

$$
\| e_h(\mu) \|_\mu = \| \mathbf{u}_h - \mathbf{u}_h \|_\mu \leq \eta_{rb}
\tag{62}
$$
It will be shown in the numerical examples that the computed upper bound is very sharp. This error indicator is used to replace \( \| \mathbf{E}_h(\mu) \|_\mu \) in Eq. (24) for the choice of the snapshots.

The error indicator on the reduced basis error \( \eta_{rb} \) is computed by an online/offline procedure similar to the procedure used in Section 3.4 to compute the global error estimator.

To estimate the part of the error due to the finite element discretization \( \| \mathbf{e}_h \|_\mu \), we introduce an error indicator \( \eta_{fe} \) which can be directly deduced from \( \eta_G \) and \( \eta_{rb} \). This error indicator is not an upper bound of \( \| \mathbf{e}_h \|_\mu \), however it provides a pertinent estimate of the discretization error. This error indicator is based on the following equality:

\[
\eta_{fe}^2 = \eta_{rb}^2 + \| \mathbf{e}_h - \mathbf{e}^e \|_\mu^2 - \| \mathbf{e}_h - \mathbf{e} \|_\mu^2
\]  

(63)

This result is deduced from the properties of the FE – admissible stress field \( \mathbf{e} \) and the admissible stress field \( \mathbf{e}^e \). As \( \mathbf{u}_h - \mathbf{u}_{rb} \in \mathcal{P}^0 \) we have the following Galerkin orthogonality relation

\[
\int \mathbf{e}_h ( \mathbf{e}_h - \mathbf{e}_{rb} ) \, d\Omega = 0
\]  

(64)

and

\[
\| \mathbf{e}_h - \mathbf{e}^e \|_\mu^2 = \| \mathbf{e}_h - \mathbf{e} \|_\mu^2 + \| \mathbf{e} - \mathbf{e}^e \|_\mu^2
\]

\[
+ 2 \int ( \mathbf{e}^e - \mathbf{e} ) : \mathbf{C}(\mu) ( \mathbf{e} - \mathbf{e}^e ) \, d\Omega
\]

(65)

From Eqs. (65) and (64) we can deduce that

\[
2 \int ( \mathbf{e}^e - \mathbf{e} ) : \mathbf{C}(\mu) ( \mathbf{e} - \mathbf{e}^e ) \, d\Omega = \| \mathbf{e}_h - \mathbf{e}^e \|_\mu^2 - \| \mathbf{e}_h - \mathbf{e} \|_\mu^2
\]

(66)

Moreover

\[
\eta_{fe}^2 = \| \mathbf{e}_h - \mathbf{e}^e \|_\mu^2 + \| \mathbf{e} - \mathbf{e}^e \|_\mu^2
\]

\[
+ 2 \int ( \mathbf{e}^e - \mathbf{e} ) : \mathbf{C}(\mu) ( \mathbf{e} - \mathbf{e}^e ) \, d\Omega
\]

(67)

By introducing Eq. (66) in Eq. (67) we obtain

\[
\eta_{fe}^2 = \| \mathbf{e}_h - \mathbf{e}^e \|_\mu^2 + \| \mathbf{e} - \mathbf{e}^e \|_\mu^2 - \| \mathbf{e}_h - \mathbf{e} \|_\mu^2
\]

(68)

which concludes the proof.

Under the assumption that \( \| \mathbf{e}_h - \mathbf{e}^e \|_\mu < \| \mathbf{e}_h - \mathbf{e} \|_\mu \), we can estimate the contribution to the global error due to the finite element approximation by defining the following error indicator \( \eta_{fe} \)

\[
\eta_{fe} = \sqrt{\eta_{fe}^2 - \eta_{rb}^2}
\]

(69)

As far we know we cannot prove that \( \| \mathbf{e}_h - \mathbf{e} \|_\mu < \| \mathbf{e}_h - \mathbf{e}^e \|_\mu \). However in practical computation we can observe that \( \eta_{rb} < \eta_G \). The relation between \( \eta_{fe} \) and \( \| \mathbf{e}_h \|_\mu \) is given by

\[
\eta_{fe}^2 = \| \mathbf{e}_h \|_\mu^2 + \| \mathbf{e} - \mathbf{e}^e \|_\mu^2 - \| \mathbf{e}_h - \mathbf{e} \|_\mu^2
\]

(70)

\( \mathbf{e} \) being the “exact” stress defined by Eqs. (3-5). This equality is easily obtained by using the Prager–Synge theorem on \( \mathbf{u}_h, \mathbf{e}^e \)

\[
\| \mathbf{e}^e - \mathbf{e} \|_\mu^2 = \| \mathbf{e} - \mathbf{e} \|_\mu^2 + \| \mathbf{e} - \mathbf{e} \|_\mu^2 = \| \mathbf{e} - \mathbf{e} \|_\mu^2 + \| \mathbf{e}_h \|_\mu^2
\]

(71)

and introducing Eq. (71) in Eq. (63).

Eq. (70) shows that \( \eta_{fe} \) is not an upper bound of \( \| \mathbf{e}_h \|_\mu \). However, it can be used as an error indicator for the part of the error due to the FE computation when the mesh is not too coarse, as it will be shown in the numerical examples.

4. Numerical results

This section is devoted to the numerical study of the error estimates and bounds presented in previous sections. We consider the case where the structure \( \Omega \) is composed of \( N \) different subdomains \( \Omega_i \), and where each subdomain is made of a homogeneous elastic material. The components of the vector of parameters \( \mu \) are the coefficients of the elastic tensors \( \mathbf{C}_i \).

\[
\Omega = \bigcup_{i=1}^{N} \Omega_i
\]

The bilinear form \( a \) is decomposed in

\[
a(\mathbf{u}, \mathbf{v}; \mu) = \sum_{i=1}^{N} \mathbf{C}_i(\mu) \int_{\Omega_i} \mathbf{e}(\mathbf{u}) : \mathbf{e}(\mathbf{v}) \, dV
\]
The complementary energy is decomposed in
\[
\int_{\Omega} C^{-1}(\mu) : \sigma_1 : \sigma_2 dV = \sum_{i=1}^{N} (C'(\mu))^i : \sigma_1 : \sigma_2 dV.
\]

4.1. Description of the studied problem

The studied structure is a thin plate with two rectangular holes proposed in [24]. Normal traction is applied along the vertical edge and the plate is considered to be composed of two different materials. The symmetry of the problem allows to study only one fourth of the plate as shown on Fig. (1). The Young modulus \(E_1\) is fixed to 200 GPa and \(E_2\) varies from 0.1 \(E_1\) to 10 \(E_1\). The Poisson ratios are fixed \(\nu_1 = \nu_2 = 0.30\). The problem depends on one parameter \(\mu = (\mu) \in D \subset \mathbb{R}\), with \(D = [0.1, 10]\). We choose the set \(D_{\text{train}} \subset D\) such that \(D_{\text{train}} = \{\mu_i = c_{\text{min}} (c_{\text{max}} / c_{\text{min}}) ^ {i/N_{\text{train}}}; i = 0, \ldots, N_{\text{train}}\}\), with \(c_{\text{min}} = 0.1, c_{\text{max}} = 10\), and \(N_{\text{train}} = 100\). The first point in the parameter set used to build the reduced basis is \(\mu^1 = 1\).

4.2. Computation of the error estimators

In this section the reduced basis solution is computed for different values of the parameters \(\mu = 0.2, 0.5, 2, 8.0 \in D\), and we present the evolution of the error estimators as the mesh and the size of the reduced basis vary. 6-nodes triangular elements are used to mesh the structure. We first study the evolution of the error estimators \(\eta_g, \eta_{rb}\) and \(\eta_h\) for a fixed mesh (Fig. 2) when the number of snapshots \(N_s\) increases. The generation of the snapshots is performed by the iterative greedy procedure described in Section 2.5 for \(N_s = 6\). The successive values of the \(\mu\) parameter are: \(1.00, 0.10, 10.0, 0.23, 3.98, 0.46\).

The computed error estimators are given in Fig. (3). It is interesting to note that the reduced basis error indicator converges rapidly toward zero. We see also that \(\eta_h\) provides a good assessment of the finite element error even when \(N_s\) is small. The global
Fig. 3. Evolution of the error estimators $\eta_g, \eta_{rb}, \eta_h$ as a function of the number of snapshots for (a) $\mu = 0.125$, (b) $\mu = 0.50$, (c) $\mu = 2.0$, (d) $\mu = 8.0$.

Fig. 4. Evolution of the error estimators $\eta_g, \eta_{rb}, \eta_h$ as a function of the number of DoF for $N_s = 2$ and (a) $\mu = 0.125$, (b) $\mu = 0.50$, (c) $\mu = 2.0$, (d) $\mu = 8.0$. 
Fig. 5. Evolution of the error estimators $\eta_g, \eta_{rb}, \eta_h$ as a function of the number DoF for $N_s = 3$ and (a) $\mu = 0.125$, (b) $\mu = 0.50$, (c) $\mu = 2.0$, (d) $\mu = 8.0$.

Fig. 6. Evolution of the effectivity indexes $\theta_g, \theta_{rb}, \theta_h$ as a function of the number of snapshots for (a) $\mu = 0.125$, (b) $\mu = 0.50$, (c) $\mu = 2.0$, (d) $\mu = 8.0$. 

error tends to a horizontal asymptote which is the finite element discretization error, and it can be seen that increasing the number of snapshots above 4 does not improve the quality of the solution. Fig. (4) shows the evolution of the error estimators for uniformly-refined meshes when the number of snapshots is fixed to \( N_s = 2 \). The reduced basis error indicator \( \eta_{rb} \), is very little sensitive to the mesh. For parameter \( \mu = 0.125 \) it can be seen that the reduced basis indicator is very small. For parameters \( \mu = 0.50, 2.00 \) and \( 8.00 \) the reduced basis error indicator is greater and the global error estimator tends rapidly to a horizontal asymptote which means that it is not necessary to refine the mesh if the reduced basis is not improved. Nevertheless the finite element error indicator \( \eta_h \) decreases with the number of degree of freedom (DoF). Fig. (5) shows the evolution of the error estimators for uniformly-refined meshes when the number of snapshots if fixed to \( N_s = 3 \). The reduced basis error indicator \( \eta_{rb} \) is very small, and the mesh refinement increases the quality of the computation.

### 4.3. Computation of the effectivity indexes

The quality of the error estimators is measured with the effectivity index

\[
\theta = \frac{\text{estimated error norm}}{\text{"true" error norm}}
\]

where the "true" error norm is either the exact error if available, or a reference error computed from a refined mesh if the true error is unavailable. In this paper we consider three different effectivity indexes computed from the error fields defined in Eqs. (19-21).

\[
\theta_g = \frac{\eta_g}{\|e_g\|_\mu}, \quad \theta_{rb} = \frac{\eta_{rb}}{\|e_{rb}\|_\mu} \quad \text{and} \quad \theta_h = \frac{\eta_h}{\|e_h\|_\mu}
\]

(73)

Three displacement fields are necessary to compute these errors for a given \( \mu : u(\mu), u_h(\mu), u_{rb}(\mu) \) is obtained directly from the reduced basis computation, \( u_h(\mu) \) is computed exactly by performing a finite element computation, and an approximation \( u_{ref}(\mu) \) of \( u(\mu) \) is computed on a refined mesh. We get

\[
\|e_g\|_\mu \approx \|e_{ref}(\mu) - u_{rb}(\mu)\|_\mu, \quad \|e_{rb}\|_\mu = \|u_h(\mu) - u_{rb}(\mu)\|_\mu \quad \text{and} \quad \|e_h\|_\mu \approx \|u_{ref}(\mu) - u_h(\mu)\|_\mu
\]

(74)

Fig. (6) shows the evolution of the effectivity indexes for a fixed mesh (Fig. 2) when the number of snapshots \( N_s \) increases, \( \theta_g \) and \( \theta_{rb} \) are greater than 1, which illustrates the upper bound property for the global error estimator \( \eta_g \) and the reduced basis error indicator \( \eta_{rb} \). Moreover the computed bounds are, on this example, rather sharp with values in \([1., 1.2]\). (Fig. 6(d)) illustrates that \( \eta_h \) is not necessarily an upper bound of the finite element error \( \theta_h < 1 \) when the number of snapshots is lesser than 2), nevertheless \( \theta_h \) becomes greater than 1 when the number of snapshots increases. Fig. (7) shows the evolution of the effectivity indexes for a fixed number of snapshots when the number of DoF increases.
5. Conclusions

This paper introduces an error estimator based on the constitutive relation which provides an upper bound of the global error for parametric linear elastic models computed with a reduced basis approximation. This error estimator takes into account all the errors due to the approximations introduced (i.e. both the finite element and the reduced basis approximations). Two error indicators are developed to estimate the contributions of each source of error. The reduced basis error indicator is defined in the same way as the global error, except that the reference problem is different, and provides an upper bound for the reduced basis error. The finite element error indicator is defined by using the orthogonality property between the finite element error and the reduced basis error. With these tools, the next step, which is under consideration is to use these error estimators to compute bounds for outputs of interest. The extension of this error estimator to parametrized geometries (see [11]) would allow to consider a larger class of problems of interest.
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