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ABSTRACT

In the life cycle assessment (LCA) context, global sensitivity analysis (GSA) has been identified by several authors as a relevant practice to enhance the understanding of the model’s structure and ensure reliability and credibility of the LCA results. GSA allows establishing a ranking among the input parameters, according to their influence on the variability of the output. Such feature is of high interest in particular when aiming at defining parameterized LCA models.

When performing a GSA, the description of the variability of each input parameter may affect the results. This aspect is critical when studying new products or emerging technologies, where data regarding the model inputs are very uncertain and may cause misleading GSA outcomes, such as inappropriate input rankings. A systematic assessment of this sensitivity issue is now proposed.

We develop a methodology to analyze the sensitivity of the GSA results (i.e. the stability of the ranking of the inputs) with respect to the description of such inputs of the model (i.e. the definition of their inherent variability). With this research, we aim at enriching the debate on the application of GSA to LCAs affected by high uncertainties.

We illustrate its application with a case study, aiming at the elaboration of a simple model expressing the life cycle greenhouse gas emissions of enhanced geothermal systems (EGS) as a function of few key parameters. Our methodology allows identifying the key inputs of the LCA model, taking into account the uncertainty related to their description.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Life cycle assessment (LCA) is widely considered as the most relevant methodology to assess the environmental performances of products and processes over their life cycle and is currently applied to different industrial sectors (Jacquemin et al., 2012; Moomaw et al., 2011). Due to the inherent variability of the input parameters, the large number of assumptions and sometimes the incomplete knowledge of modeled processes, the importance of assessing uncertainties through sensitivity analysis (SA) has been stressed since the early development of the LCA methodology (Heijungs, 1996; Huijbregts, 1998; Lloyd and Ries, 2007). The ISO standard for LCA (ISO 14040, 2006; ISO 14044, 2006) also indicates SA as a fundamental part of the analysis, without however recommending a particular calculation technique.

In the LCA context, global sensitivity analysis (GSA) has been recently identified by several authors as a relevant practice to address several issues: (i) to study the combined influence of the different input parameters (Padey et al., 2013), (ii) to assess the robustness of the results (Wei et al., 2015), (iii) to enhance the understanding of the structure of the model (Cucurachi et al., 2016) (iv) to ensure transparency, reliability and credibility of LCA practices (Bisinella et al., 2016) and (v) to contribute to the decision-making process (Andrianandraina et al., 2015). GSA allows establishing a ranking among the input parameters and identifying the most influential on the variability of the output of the model. The identification of such key parameters is fundamental when aiming at the simplification of the uncertainty quantification: in fact, based on the GSA results, the efforts to minimize the uncertainty can be focused only on few key input variables while the others can be fixed to average values without influencing the results (Bisinella et al., 2016; Wei et al., 2015). Identifying the most influential variables also allows developing simplified parameterized LCA models (Padey et al., 2013). In general, GSA techniques support the execution of LCAs and facilitate its interpretation, promoting an enhanced decision making process (Cucurachi et al., 2016).

The question of how to perform GSA in a LCA context has been addressed by few studies (Cucurachi et al., 2016; Andrianandraina et al., 2015; Wei et al., 2015; Bisinella et al., 2016). In particular, the recent work of Cucurachi et al. (2016) proposes a comprehensive multi-step protocol for the integration of sensitivity and uncertainty analysis in the impact assessment phase of LCAs. Examples of application of GSA techniques to LCAs are also to be found in Lacirignola et al. (2014), Marini and Blanc (2014), Azad et al. (2015) and Cucurachi and Heijungs (2014).

When conducting a GSA, the description of the variability of each input parameter is one of the most important steps, because it could significantly affect the GSA results (Wei et al., 2015). This step is called in this paper “description of the inputs” and consists in defining (i) the minimum and maximum values they can assume and (ii) if some values are more probable than others within those boundaries. Such description is done by the LCA modeler, who allocates a probability distribution (Gaussian, uniform, or any other) over the defined range of variability of each input. This process is based on expert opinions, literature survey or even better on field data. While mentioning the importance of the description of the inputs, the above-mentioned studies however do not propose a systematic assessment of its influence on the GSA results.

In an ideal case, the modeler has a high confidence on the performed description. This can be found for instance in the GSA performed by Padey et al. (2013) on the LCA of wind turbines: in this study, the descriptions of two of the input variables (the load factor and the nominal power of the machines) are based on data collected from hundreds of turbines currently installed in France. In general, when the system analyzed is well known, the application of GSA protocols available in literature (see for instance Cucurachi et al., 2016) is adequate to clearly identify the main drivers of the model. On the contrary in other cases, especially when studying new products or emerging technologies, the level of confidence of the inputs’ description is significantly low due to the limited amount of available information. For instance such issue is to be found in Lacirignola et al. (2014), where GSA is applied to the LCA of an innovative energy technology: the enhanced geothermal systems (EGS), of which less than ten installations exist today in Europe (Van Wees et al., 2013; Baujard et al., 2015).

In such LCA the description of the input parameters is quite uncertain because it is only based on the few data available from the industry, discussion with experts and literature survey (for instance Center et al., 2010 and Huenges, 2010). In this context the robustness of the GSA results needs to be further investigated.

The goal of the present study is to set up a methodology to perform such investigation, overcoming the critical issue of handling very uncertain information regarding the input parameters. It also aims at enriching the debate on the application of GSA to LCAs, by focusing on this specific critical issue. Our research focuses on the sensitivity of the GSA itself (i.e. the variability of the GSA results and the identification of the key inputs) with respect to the description of such inputs (i.e. the definition of their variability). This issue has never been addressed before despite being of paramount importance, especially when studying innovative products.

Starting from the GSA protocol presented by Cucurachi et al. (2016), we propose a methodology that relies on the reiteration of several GSA calculations under different hypothesis regarding the description of the input parameters. This allows assessing the stability of the parameters’ ranking, while considering the level of confidence of their description. We also analyze whether the contribution of one input to the output’s variance appears to vary significantly from one calculation to another. We then retrieve relevant recommendations for the selection of the key parameters of the model. Our methodology is presented in Section 2. We illustrate its application with a case study (Section 3) focused on the environmental analysis of enhanced geothermal systems (EGS) (based on Lacirignola et al., 2014). The latter aims at the elaboration of a simplified LCA model for the estimation of the greenhouse gases (GHG) emissions of this innovative energy technology. Starting from a reference parameterized model, we take advantage of GSA to obtain a reduced model only based on the key parameters. The case study is divided in two parts. We first apply a “baseline” GSA approach based on Sobol Indices, then we highlight the sensitivity of the GSA results with respect to the inputs’ description with an example. In the second part, we illustrate how our methodology is addressing this sensitivity issue and allows identifying the most influential input parameters accounting for the uncertainty related to their description. Section 4 proposes a critical discussion of our approach, presenting the possible variants and axes of improvement, in particular aiming at reducing the computational costs. Section 5 presents the concluding remarks, underlining the importance of a wise use of GSA techniques for a correct understanding of the LCA model.

2. Methodology

The methodology we propose to perform GSA in the LCA context handling very uncertain assumptions regarding the inputs’ description is presented in Fig. 1. It starts from the protocol presented by Cucurachi et al. (2016), which is further extended by setting a strategy to analyze the influence of the inputs’ description on their ranking obtained through the GSA. Such ranking, i.e. the ordered list of the parameters from the more to the less influence on the model output, allows identifying the key inputs of the LCA model. As stated in the Introduction, other authors have also presented frameworks of application of the GSA in the LCA context (Andrianandraina et al., 2015; Wei et al., 2015; Bisinella et al., 2016): in Fig. 1, we use the term “baseline” GSA approach to refer to a GSA protocol presented by Cucurachi et al. (2016). ([1] = Lacirignola et al. (2014); [2] = Andrianandraina et al. (2015); [3] = Bisinella et al. (2016)).
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procedure that does not take into account our additional analysis (proposed in Step 3B) of the influence of the inputs’ description.

2.1. Step 1: Identification of the LCA model

In the initial step the modeler defines the calculation model, namely the computational structure used to estimate the life cycle impacts for the studied impact category according to a set of model parameters. According to the goal and scope of the model, the inputs are identified (such as the type and the amount of materials involved over the life cycle of the product and the energy required) and the input-output relation is formalized (for instance, the model allowing to calculate the life cycle emissions of greenhouse gases).

2.2. Step 2: Description of the inputs of the model

The modeler identifies for each of the N input parameters (a) the boundaries of its range of variability and (b) one probability distribution applied to such variability range (we call it “baseline” distribution to distinguish it from the “alternative” ones identified in Step 3B, see Section 2.4.2). For a given parameter, the baseline probability distribution (Gaussian, uniform, lognormal, or other) reflects the best current knowledge regarding the variability of the input, according to the goal and scope of the model. This is based on available data (from literature or other sources) and expert knowledge. Once the distributions are established, a random sample of each of the inputs is generated.

Based on the information provided in this step, it is also possible to analyze the propagation of the inputs’ uncertainty by generating a Monte Carlo sample of the output (or also using other propagation methods, such as those dedicated to high dimensional input spaces and faster convergence).

2.3. Step 3A: Baseline global sensitivity analysis

In this step, the global sensitivity analysis is performed. Since this is based on the baseline probability distributions established in the previous phase, we call it the “baseline” GSA, which allows distinguishing it from the other GSAs performed further in Step 3B (see Section 2.4.3). If the number of model inputs is high, the modeler may here performs an initial screening in order to identify the non-influential parameters and fix them to average values, as proposed by Andrianandraina et al. (2015). This can be done by applying different screening methods available in the literature, such as the qualitative approach illustrated by Morris (1991).

The methodology that we propose relies on the hypothesis that the input parameters are independent. In this case it is possible to describe, through a probability distribution, the variability of each parameter independently. Several GSA methods can be found in the literature, see for instance Groen et al. (2016), Wolf et al. (2016) and Padey et al. (2013). For comprehensive reviews of the available options we suggest referring to Saltelli et al. (2008) or Iooss (2011). In our framework we suggest to use the methodology proposed by Sobol’ (2001), which is based on the decomposition of the variance and estimates sensitivity indicators called Sobol indices. They are appropriate for our analysis since they provide a quantitative measure, thus they allow computing easily the ranking among the variables, and they have a convenient interpretation in terms of explained variance of output. For instance, for a given model \( z = f (x_1, x_2, ..., x_k) \), the first order Sobol index, denoted \( S_{f_i}^{(1)} \), indicates the contribution of the variance of the input \( x_i \) to the overall variance of the output \( z \) (Eq.1).

\[
S_{f_i}^{(1)} = \frac{\text{Var}[f(x_i)]}{\text{Var}[z]}
\]

Thus if for example the input \( x_i \) has a \( S_{f_i}^{(1)} = 0.2 \) he contributes to 20% of the overall variance of the output \( z \).

Since the GSA is based on random samples of data (generated in Step 2), we recommend performing bootstrapping to assess the confidence of the GSA results. The modeler must also assess if the size of such samples is large enough to reduce the effects of numerical instability. For instance, if overlapping is observed among the uncertainty ranges of the Sobol indices, the modeler must reduce it to the minimum by enlarging the sample size.

The final output of Step 3A provides the ranking among the input parameters of the model and a quantitative measure of their relative importance. This allows identifying the ones that are responsible for most of the variability of the output, i.e. those displaying the largest Sobol Indices. If the indices of two or more parameters are very close, different bootstraps of the baseline GSA may produce different rankings. The modeler must take note of this residual ranking instability, because the latter will also appear in the results of Step 3B.

If the modeler is sufficiently confident on all the probability distributions established to describe the inputs, after Step 3A he can proceed directly to an overall evaluation of the results (Step 4) and to the selection of the key parameters (Step 5). On the contrary, if the description of one or more inputs is particularly uncertain (e.g. when studying new products or emerging technologies), we propose to proceed from Step 3A to the additional Step 3B before the conclusive Steps 4 and 5.

2.4. Step 3B: Analysis of the influence of the inputs’ description

This step aims at studying if and how the identification of the set of key parameters is influenced by the description of the inputs. To achieve this, the GSA will be reiterated several times under different input conditions: this will lead to the production of a number of possibly different rankings of the inputs.

2.4.1. 3B – (I) Criteria to identify the set of key parameters

In this step, the modeler must define the criteria to detect the inputs’ description that are eventually influential on the identification of the set of key parameters. To do that, the modeler must first clarify what is the condition for being identified within the set of key parameters, by establishing a targeted threshold for their “aggregated contribution”, for example 60% (or more). In this case that the key parameters (showing the highest \( S_{f_i}^{(1)} \)) must be together responsible of at least 60% of the overall variability of the output: namely the sum of their \( S_{f_i}^{(1)} \) must be higher than 0.6. Indeed, the number of selected key parameters depends on this threshold: for instance two key parameters may be sufficient in the baseline scenario, nevertheless a deeper analysis may show that - under different hypothesis - three or even four parameters may be necessary to achieve the targeted 60%. Therefore, the modeler will be interested in observing whether the set of key parameters remains the same or not after different GSA calculations. If such ambiguity is found, then the description of the inputs has a significant influence.

An alternative approach for the selection of the key parameters consists in focusing on their single contribution rather than their aggregated one (i.e. observing if each \( S_{f_i}^{(1)} \) is above a certain threshold). However, such approach alone may not be sufficient to identify a set able to cover a given share of the output variance: in the case study, we’ll use it only for a complementary analysis (for more details see also to the Supporting information S8).

2.4.2. 3B – (II) Definition of alternative descriptions of the inputs

This phase conceptually corresponds to the Step 2 previously described (Section 2.2). For each of the N input parameters, the modeler identifies a number of possible alternative descriptions (i.e. other possible probability distributions applied to its interval of variability, different from the baseline one established in Step 2). The number of \( k_i \) alternative descriptions (including the baseline one) is set by the modeler and may be different for each i-th parameter.

For instance, if the baseline distribution of one parameter is Gaussian with \( \mu = 10 \) and \( \sigma = 1 \), an alternative distribution may have a different shape (e.g. triangular), or a different mean (e.g. \( \mu = 12 \)), or a different standard deviation (e.g. \( \sigma = 2 \)), or a combination of all these changes.
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In any case, at this step it is necessary to consider realistic constraints: this can mean for example avoiding negative values for a parameter that is meant to be only positive. The general condition is that each of the alternative distribution must be plausible according to the current knowledge and to the goal and scope of the model. A random sample is then generated from the established descriptions. The difference between the alternative and the baseline distributions of one variable can be quantified by measuring the different means and standard deviations: this will enhance the understanding of how the space of distributions is explored (see the Supporting information S7).

2.4.3. 3B – (III) Reiteration of the GSA

This step conceptually corresponds to Step 3A (performing the GSA, Section 2.3) but the GSA is here reiterated several times, each time considering a different set of descriptions of the input parameters. The same sensitivity indices chosen in Step 3A are used here. Concretely, a one factor at a time (OAT) approach is used for reiteration of the GSAs, as detailed hereafter. The analysis starts with the observation of the first of the N input parameters. Here, ki GSAs are performed, each time considering one of the several k1–th distributions for the first parameter, while the baseline distribution is set for all the other parameters. Bootstrapping can also be used at every stage of calculation (in the Eq.2, B is the amount of bootstraps per GSA). The same process is repeated for the other i-th parameters. At the end of each bootstrap, the global sensitivity indices and the obtained ranking (i.e. the sorted order of the inputs according to their influence on the output’s variability) is stored. Without repeating the case where all the distributions are the baseline ones, the total number of GSAs performed in this study (i.e. the total number of rankings recorded) is given in Eq.2:

\[
\text{Total number of rankings} = \sum_{i=1}^{N} k_i - 1 + 1 \cdot B
\]

Reiterating the GSA with such an OAT approach regarding the input conditions does not account for all the possible combinations of descriptions of the input parameters. However, it still allows formulating relevant observations for the scope of the study, while keeping the process relatively simple. A more global approach, which would consider all the possible combinations of descriptions of the inputs (requiring a much higher computational cost), is discussed in Section 4 (Discussion).

2.4.4. 3B – (IV) Analysis of the influence of the inputs’ description

Based on the calculations performed in the previous phase, the modeler here analyzes the sensitivity of the GSA outputs (the global sensitivity indices and the collection of rankings of the input parameters) with respect to the description of the inputs. This is done according to the criteria established at the beginning of Step 3B (Section 2.4.1).

In this phase, the modeler first identifies how many key parameters need to be selected to achieve the targeted threshold for their aggregated contribution (defined in Step 3B – (I)). Then he identifies which description of the inputs has a significant influence on this selection process. In other words, the modeler here finds out if describing one input with e.g. a Gaussian instead of a uniform distribution leads him to identify different sets of key parameters. Such analysis is performed one factor at the time (observing the k1; B rankings related to each single parameter) and also by examining the aggregated results of all the GSAs (observing the whole set of obtained rankings). The modeler will identify which are the key parameters later, in Step 5: it is worth to remind that if one parameter is selected as “key”, it doesn’t necessarily mean that the description of its variability is influential on the selection process.

2.4.5. 3B – (V) Consideration of the level of confidence of the inputs’ description

If the description of a parameter is found to be influential on the identification of the key parameters and its level of confidence is low (i.e. it is based on numerous assumptions), such description should be refined. In other words, the modeler should try to collect further data to validate or improve the baseline probability distribution used. However, especially when studying new products or emerging technologies, it may happen that a more detailed analysis is not possible because of lack of existing additional data: in this case, an alert must appear when exploiting the GSA results. This may affect the identification of the key parameters: with a conservative approach, a larger number of key parameters may eventually be selected (i.e. including those affected by the alerts).

Conversely, the modeler may find out that the description of a parameter is particularly influential on the GSA output, while also being confident about the baseline probability distribution chosen in Step 2 (obtained for example from a sufficiently large statistical sample of data). In this case the input’s description doesn’t need to be refined.

As discussed in Section 4 (Discussion), this Step 3B – (V) can also be performed earlier, inquiring about the level of confidence before the beginning of Step 3B in order to simplify the calculation process. It is also important to remind that the aim of this analysis is not to identify which is the best description for a parameter among several alternatives. The goal is to enhance the understanding of the model, and to formulate appropriate alerts and recommendations for the use of the GSA results.

2.5. Step 4: Overall evaluation

At the end of every step of the proposed methodology, the modeler should verify if the obtained results are in accordance with intuition, check for misleading interpretations and eventually reiterate partially or totally the calculation process if needed. For instance, the modeler must be alerted by results of the output of the LCA model (generated in Step 2) that are too far from those available in literature, or by the observation of drastic changes in the ranking position (e.g. from the first to the last) of one parameter during Step 3B. Such process of consistency check should be continuous, but for simplicity we represent in our methodology (Fig. 1) just one step of overall evaluation of the results, labeled as Step 4: this constitute the minimum requirement in terms of consistency check.

2.6. Step 5: Identification of key input parameters of the LCA model

Based on the outcome of the previous steps, the modeler formulates conclusions and recommendations for the selection of the key inputs of the model. Namely, he identifies which are the key parameters able to cover a sufficient share of the variability of the output (for instance 60%, as in the example provided in Section 2.4.1). If the description of one or more inputs provoked an alert in Step 3B – (V), the modeler must take it into account in the process of selection of the key parameters, as discussed in Section 2.4.5.

2.7. Application of the GSA results

As stated in the Introduction (Section 1), one possible application of the GSA in the LCA context is the elaboration of simplified calculation models, where the life cycle impacts are expressed as a function of few key parameters identified through the GSA. Other possible uses of the GSA results can be found in Andrianandraina et al. (2015), where eco-designed scenarios are established using the lower values of the most influential drivers, and in Bisinella et al. (2016), where the authors propose to recalculate the uncertainty propagation considering only the key parameters.

3. Case study

The object of the case study is a renewable energy based emerging technology: the enhanced geothermal systems. The methodology described in Section 2 is applied to identify the key input parameters of an EGS LCA model. The latter is based on the one recently published...
by Lacirignola et al. (2014) and is presented here in an updated form that accounts for the most recent characterization factors corresponding to the IPCC, 2013 method (IPCC, 2013).

Section 3 is structured in two parts. In Section 3.1 we apply a baseline GSA approach, without further questioning the description of the inputs of the model (i.e. we perform Steps 1, 2, 3A, 4 and 5, boxes within

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value range [unit]</th>
<th>Baseline distribution (type 1)</th>
<th>Alternative distributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Borehole depth (z)</td>
<td>2,000 – 6,000 [Meters]</td>
<td>Uniform (\mu: 4,000 \quad \sigma: 1,155)</td>
<td>Type 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\Delta \mu: 0% \quad \Delta \sigma: -43%)</td>
<td>(\Delta \mu: -11% \quad \Delta \sigma: -8%)</td>
</tr>
<tr>
<td>Scaling factor enhan. (Sfe)</td>
<td>0.5 – 10 [Ad.]</td>
<td>Trunc–lognormal (\mu: 2.10 \quad \sigma: 1.53)</td>
<td>Type 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\Delta \mu: 99% \quad \Delta \sigma: 65%)</td>
<td>(\Delta \mu: 150% \quad \Delta \sigma: 79%)</td>
</tr>
<tr>
<td>Flow rate (f)</td>
<td>25 – 100 [kg/s]</td>
<td>Uniform (\mu: 62.5 \quad \sigma: 21.7)</td>
<td>Type 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\Delta \mu: 0% \quad \Delta \sigma: -43%)</td>
<td>(\Delta \mu: -13% \quad \Delta \sigma: -8%)</td>
</tr>
<tr>
<td>Fuel for drilling (d)</td>
<td>3,000 – 7,000 [MJ/m]</td>
<td>Uniform (\mu: 5,000 \quad \sigma: 1,155)</td>
<td>Type 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\Delta \mu: 0% \quad \Delta \sigma: -43%)</td>
<td>(\Delta \mu: -9% \quad \Delta \sigma: -8%)</td>
</tr>
<tr>
<td>Lifetime (LT)</td>
<td>20 – 40 [Years]</td>
<td>Trunc–gaussian (\mu: 30 \quad \sigma: 3.3)</td>
<td>Type 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\Delta \mu: 0% \quad \Delta \sigma: 76%)</td>
<td>(\Delta \mu: -7% \quad \Delta \sigma: 62%)</td>
</tr>
<tr>
<td>Load factor (LF)</td>
<td>0.85 – 0.95 [Ad.]</td>
<td>Uniform (\mu: 0.90 \quad \sigma: 0.03)</td>
<td>Type 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\Delta \mu: 0% \quad \Delta \sigma: -43%)</td>
<td>(\Delta \mu: -1% \quad \Delta \sigma: -8%)</td>
</tr>
<tr>
<td>Pumps specific power (P_p)</td>
<td>3.6 – 8.6 [kW/(kg/s)]</td>
<td>Uniform (\mu: 6.1 \quad \sigma: 1.4)</td>
<td>Type 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\Delta \mu: 0% \quad \Delta \sigma: -43%)</td>
<td>(\Delta \mu: -9% \quad \Delta \sigma: -8%)</td>
</tr>
<tr>
<td>Number of wells (Nw)</td>
<td>2 or 3 [Ad.]</td>
<td>50% 50% 70% 30%</td>
<td>Type 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\mu: 2.5 \quad \sigma: 0.5)</td>
<td>(\Delta \mu: -8% \quad \Delta \sigma: -8%)</td>
</tr>
<tr>
<td>Installed capacity ORC (P_{ORC})</td>
<td>1,250 – 3,500 [kW]</td>
<td>Uniform (\mu: 2,375 \quad \sigma: 650)</td>
<td>Type 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\Delta \mu: 0% \quad \Delta \sigma: -43%)</td>
<td>(\Delta \mu: -11% \quad \Delta \sigma: -8%)</td>
</tr>
</tbody>
</table>
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the orange square in Fig. 1). After showing the interest of assessing the sensitivity of the GSA results [Section 3.2], in Section 3.3 we perform such investigation, by handling the same five steps mentioned above with the addition of Step 3B (boxes within the green dotted square in Fig. 1).

The final purpose of identifying the key inputs in this case study is the setting of a simplified model, aimed for decision makers, able to estimate life-cycle GHG emissions of EGS as a function of a very limited number of parameters. The development of simplified LCA models based on the key parameters, initiated by Padey et al. (2013), is one of the possible applications of GSA in the LCA context and is emerging as a useful technique aimed at decision makers. Simplified LCA models are designed to address two of the commonly agreed drawbacks of LCAs: (i) the complexity of the LCA process, which is time consuming and requires expert knowledge (ii) the applicability of the results, which often correspond only to specific configurations of the system analyzed. These drawbacks may lead policy-makers to consider LCA as a pretty inconclusive method, especially when aiming at comparing different technological options (Heath et al., 2010). Simplified LCA models aim at overcoming these issues.

3.1. Application of the baseline GSA approach

3.1.1. Step 1: Identification of the LCA model

The LCA model analyzed in this case study, called “Reference model” (Eq. 3 below), is designed for the analysis of the GHG performances of EGS installed in central Europe and takes into account current technologies for all the equipment (Genter et al., 2010; Hettkamp et al., 2011; Baujard et al., 2015; Bestec, 2012). The boundaries of the system analyzed include both sub-surface elements (i.e. the geothermal wells) and surface equipment, like for instance the pumps, the heat exchanger and the elements of an organic Rankine cycle (ORC) for the electricity production (no cogeneration). Materials and energy flows related to the hydraulic and chemical stimulation of the geothermal reservoir are also accounted for.

The Reference model is a function of nine parameters (first column of Table 1): the borehole depth (z), the produced flow rate (f), the number of wells (Nw), the amount of fuel consumed during the drilling phase (d), the load factor expressing the amount of equivalent operating hours at nominal power in one year (LF), the lifetime (LT), a dimensionless factor expressing the intensity of the stimulation of the reservoir (SFe), the specific power of the pumps of the geothermal loop (Pp) and the installed capacity of the ORC (PORC). These nine parameters allow the calculation of the GHG performances as they are sufficient to determine the size of the plant, the amount of material and energy flows involved over its lifecycle and the total amount of the electricity produced. Data regarding the background processes (e.g. raw material extraction or steel production) necessary to elaborate the EGS life cycle inventory are retrieved from Ecoinvent v2.2 (Ecoinvent Centre, 2010). The selected functional unit is the kWh of net electricity produced over the lifetime and delivered to the grid. Therefore, the output results are expressed in terms of grams of CO2 equivalents per kWh.

The parameterized Reference model is presented in Eq. 3. Further details on the development of this formula can be found in Lacirignola et al. (2014) and in the Supporting information S1.

\[
\text{GHC}_{\text{EGS,ref}} = \frac{\text{gCO}_2 \text{eq/kWh}}{z \cdot \text{Nw} \cdot \alpha_1 + \alpha_2 \cdot d + \text{LF} \cdot f \cdot \text{SFe} + \text{Pp} \cdot \text{ORC} \cdot \text{LT} \cdot \alpha_3 + \text{Nw} \cdot \text{SFe} \cdot \alpha_5 \cdot \text{LT} \cdot \text{P}_{\text{ORC}} - f \cdot \text{P}_{\text{p}} + 8760} \]  

**Fig. 2.** Results of the baseline GSA: first order Sobol indices of the nine input parameters: the circles indicate the three highest parameters of the ranking.

Starting from this model, GSA is applied to reduce the number of parameters of Eq. 3, thus obtaining a more simple calculation tool (called “Reduced model”), which can be easily used by decision makers. Indeed, once identified the key parameters, we express the GHG performances as a function of only those few variables, while fixing the others to their median value.

3.1.2. Step 2: Description of the inputs of the model

In order to consider a large panel of possible EGS configurations, each of the nine parameters is characterized by a variability range that reflects the possible characteristics (i.e. interval of realistic values for each parameter) of the EGS in accordance with the scope of the model (see second column of Table 1). Moreover, a baseline probability distribution is associated to each variability range (third column of Table 1). This is established based on technical survey, literature review and discussion with experts. The boundaries of the intervals and the baseline distributions reflect the best current knowledge on EGS within the scope of the model, considering the current installations and the future potential power plants. In this paper, we use the same boundaries and distributions proposed by Lacirignola et al. (2014). A random sample of 500,000 values for each of the nine input parameters is then generated.

Based on these settings, a Monte Carlo sample of the output is also obtained. That is, the GHG performances of 500,000 possible randomly generated EGS configurations. We use the simple Monte Carlo sampling scheme because the dimension of the input space is relatively limited and it allows the computation of confidence intervals with bootstrap. In the Supporting information S2, we present a comparison between the output of the Reference model and the results of different case studies available in literature (Huenges, 2010; Frick et al., 2010; Bauer et al., 2008; Platt et al., 2012; Sullivan et al., 2013; Lacirignola and Blanc, 2013). Globally we observe that our results are coherent with literature and that most of the GHG results lay within the 23–40 gCO2eq/kWh range.

3.1.3. Step 3A: Baseline global sensitivity analysis

In this step, the “baseline” GSA is performed: each input parameter is characterized by its baseline distribution within its variability range (second and third column in Table 1). The nine parameters are statistically independent (see Lacirignola et al. (2014) for a more detailed
discussion on the independency). Under this assumption, we estimate the global sensitivity through the Sobol Indices.

The results of the baseline GSA are shown in Fig. 2. We observe that the parameter responsible for most of the variability of the GHG results is the installed capacity \( P_{\text{ORC}} \), with a \( S_{\text{First}} \) of 0.46. The second within the ranking is the borehole depth \( z \) (\( S_{\text{First}} = 0.18 \)), followed by the number of wells \( N_w \). These three key-parameters are together responsible for about 73% of the variability of the output (sum of their first order Sobol Indices). The other six variables have a \( S_{\text{First}} \) lower than 0.06. Moreover, by observing the total order Sobol Indices (presented in the Supporting information S3), we see that no major interaction effects occur: hence the \( S_{\text{First}} \) are sufficient to identify the most influential parameters.

100 bootstraps of 500,000 random samples are performed, showing no major fluctuations of the \( S_{\text{First}} \) (cf. narrow boxplots in Fig. 2). Therefore, the size of the input samples is satisfactory. In the Supporting information S4, we propose an illustration of the numerical instability of the GSA results that occurs when a too small sample is used.

We also observe that the \( S_{\text{First}} \) of \( d \) and \( LT \) are very close, with their interquartile ranges overlapping: this means that their ranking positions may swap when running two different bootstraps. Such behavior may be avoided but with a prohibitory increase of the sample size: thus, to reduce the computational costs, we keep the size of 500,000 random samples and we take note of this residual numerical instability (presented in the Supporting information S5).

### 3.1.4. Steps 4 and 5: Overall evaluation and identification of the key parameters

An evaluation of the results was realized all along the calculations of the previous steps, without finding inconsistencies: results are also coherent with those of Lacirignola et al. (2014), which constitutes the basis of the case study.

For the selection of the key parameters, we set the threshold for their aggregated contribution to 66%, i.e. they must cover at least two thirds of the variability of the output. This is set to ensure a sufficient representativeness of the Reduced model. Within this framework, we conclude that \( P_{\text{ORC}}, z \) and \( N_w \) can be identified as key parameters: they show the three highest Sobol Indices and the sum of their \( S_{\text{First}} \) is indeed higher than 0.66. The obtained results are also in accordance with intuition: the energy produced over the lifetime is directly related with the installed capacity \( P_{\text{ORC}} \), and the amount of drilled meter (which depend on \( z \) and \( N_w \) ) is widely considered the main source of GHG emissions (Menberg et al., 2016).

### 3.2. Sensitivity of the GSA results: an example based on the case study

Now let’s see what happen if we had made different choices during Step 2. Let’s imagine that for some reason (e.g. lack of data or choice to have a more conservative approach) we had set, for the variable \( LT \), a uniform instead of a Gaussian distribution for the baseline scenario. The results are shown in Fig. 3 (in this simulation, for the other eight variables, the baseline distribution are unchanged i.e. are the ones shown in the third column of Table 1). We observe a doubling of the \( S_{\text{First}} \) of \( LT \), which now appears to be the third more relevant variable (slightly overtaking \( N_w \)) while it was only the 5th of the ranking in Fig. 2. Therefore, in this case we would rather identify \( P_{\text{ORC}}, z \) and \( LT \) (instead of \( N_w \)) as key parameters together responsible for more than 66% of the variability of the output. Other conclusions may also be drawn when changing the description of other variables (another example is provided in the Supporting information S6, where an alternative description of \( P_{\text{ORC}} \) is tested).

This simple example shows that the description of the variability of the inputs is essential and has a high influence on the identification of the key parameters. Such description is usually based on quite uncertain assumptions, especially when studying an emerging technology like the EGS. In these cases, the analysis of the robustness of the GSA results is essential to investigate their sensitivity. Such analysis can be executed with the approach showed in the next section, namely by performing the additional Step 3B.

### 3.3. Proposed GSA approach to address high uncertainty regarding the inputs’ description

#### 3.3.1. Steps 1, 2 and 3A

As discussed in Section 2 (Methodology), the proposed strategy to address the lack of confidence in the inputs’ description represents an extension of the baseline GSA approach presented in Section 3.1 (see Fig. 1). Steps 1, 2 and 3A are to be performed exactly in the same way as illustrated in Sections 3.1.1, 3.1.2 and 3.1.3, therefore there is no need to repeat their content here. Once completed the baseline GSA (Step 3A), we proceed to the analysis of the influence of the distributions (Step 3B) in order to investigate the robustness of the GSA results.

#### 3.3.2. Step 3B: Analysis of the influence of the inputs’ description

##### 3.3.2.1. 3B – (I) Criteria to identify the set of key parameters.

The threshold for the aggregated contribution of the key parameters is set to 66% (same as in Section 3.1): this will allow a comparison between the outcome of the baseline and the proposed GSA approaches.

##### 3.3.2.2. 3B – (II) Definition of alternative descriptions of the inputs.

For each of the nine inputs, several possible alternative distributions are identified. As discussed in the Methodology (Section 2), the number and the characteristics of the alternatives is set by the modeler, provided that all of them are realistic according to the current knowledge and the goal and scope of the analysis. In this study, we consider in total five types of continuous distribution (including the baseline one) per parameter, except for the number of wells \( N_w \) (three discrete distributions) as shown in Table 1 (third to seventh column). It is important to note that, for each single parameter, the boundaries of its variability interval (where to apply the alternative distributions) remain unchanged. In fact, such boundaries represent the minimum and maximum values for the \( i \)-th parameter according to the goal and scope of this case study.

In the baseline case, most of the parameters are characterized by a uniform distribution: this is essentially due to lack of data (Lacirignola et al., 2014), resulting in a conservative assessment. With the alternative distributions, we account for the realistic possibility that the values at the boundaries (either closer to the minimum or the maximum of the range) are the most probable: this is done by establishing trapezoid
distributions (or step functions for $N_w$). We also explore the possibility of a Gaussian description of the variability of the inputs, considering two possible standard deviations. According to the knowledge of the model, other methods for generating alternative distribution can be also considered (e.g. displacement of the mean or the mode of the distribution, homothetic transformation, etc.)

We define the following settings for our alternative distributions: (i) uniform: all values equiprobable; (ii) truncated Gaussian with standard deviation set to 1/6 of the interval’s width; (iii) truncated centered Gaussian with standard deviation set to 1/3 of the interval’s width; (iv) trapezoid, with the probability associated to the left boundary of the interval five times higher to the one associated to the right boundary; (v) trapezoid, with the probability associated to the left boundary of the interval five times lower to the one associated to the right boundary. The parameter $N_w$ is characterized by a discrete variability range with two values (i.e. two or three wells): the probability distributions are hence step functions allocating to those two values respectively a probability of: 50% and 50% (equiprobability), 70% and 30% or 30% and 70%.

Table 1 also displays the difference between the alternative and the baseline distributions in terms of relative variation of the mean $\mu$ and standard deviation $\sigma$ (see also the Supporting Information S7 for a more detailed discussion of the differences).

3.3.2.3. III - Reiteration of the GSA. In this step, several GSA are performed, according to the strategy represented in Table 2. As defined in the previous steps, the Reference model is based on 9 parameters ($N = 9$) and 5 probability distributions per parameter are considered except for $N_w$. Therefore, the calculation strategy is based on 35 different combinations of the distributions (indicated as $S_i$ in the first column of Table 2). Bootstrapping is also performed: each of the 35 GSA is repeated 100 times. Therefore, according to Eq. 2, 3,500 potentially different rankings are obtained in this study (indeed, each bootstrap corresponds to a new GSA calculation).

3.3.2.4. IV - Analysis of the influence of the inputs’ description. Fig. 4 shows that, as a result of the several GSAs performed, the sum of the $S_i^{Firs}$ of the first two parameters of the ranking can range from 0.55 to

![Fig. 4. Sum of the $S_i^{Firs}$ of the top two, three and four parameters in the ranking. The boxplots are based on the results of 3,500 GSAs as defined in Table 2.](image-url)
Fig. 5. Sensitivity of the ranking with respect to the description of the input parameters: analysis one parameter at a time.
0.69 (the boxplots are based on the $S_{\text{first}}$ issued from 3,500 GSAs). This means that, in most cases, two key inputs are responsible for less than 66% of the overall variability of the output (in the remaining cases, their aggregated contribution can achieve 69% at best). Conversely, the sum of the $S_{\text{first}}$ of the first three parameters of the ranking is always higher than 0.66. We conclude that in order to be sure to cover 66% of the output's variability (as requested at the beginning of Step 3B), it is necessary to constitute a set of at least three key parameters.

We now analyze the results of the ranking among the 9 inputs of the model, considering that in the first three positions should be selected as key parameters. We start by observing the results of the five GSA calculations in which we modify the description of the borehole depth ($z$): these GSAs are noted $S_1$, $S_2$, $S_3$, $S_4$ and $S_5$ in Table 2 and each of them is repeated 100 times (bootstrapping). Therefore, we obtain 500 ranking results. The outcome is presented in Fig. 5: the numbers in the boxes indicate the amount of times the parameters is found in that given ranking position. For instance, the parameter $z$ (borehole depth, Fig. 5A) results 2nd in the ranking after 400 GSAs, 3rd after 68 GSAs and 4th after the remaining 32 GSAs. Then, we observe the results of the 500 GSAs in which we modify the description of the next input parameter, $S_{\text{fl}}$ (GSAs noted as $S_1$, $S_6$, $S_7$, $S_8$, $S_9$ in Table 2, each of those repeated 100 times, Fig. 5B), and so on. The aggregated result of all 3,500 GSA calculations is presented in Fig. 6.

Based on these results, we conclude that the descriptions that have an influence on the identification of the key parameters are the ones of $z$ and $LT$.

### 3.3.2.5. 3B - (V) Consideration of the level of confidence of the inputs' description.
Once identified the importance of the description of the variability of $z$ and $LT$ according to the scope of the study, we must inquire about their level of confidence. As stated before, only few EGS power plants currently exist in Europe. Thus, the baseline distributions chosen are based on few data and expert knowledge (Lacirignola et al., 2014). Therefore on one hand their level of confidence is low (it may change in the future when new data will be available), but on the other hand it can't be further improved since it reflects the best current knowledge. In conclusion, an alert regarding the description of these two parameters must appear when the conclusions of the analysis are formulated (Step 5, see Section 3.3.4).

### 3.3.3. Step 4: Overall evaluation
A consistency check was performed all along the application of the methodology and no counterintuitive results were spotted. The aggregated results of Step 3B (Figs. 5 and 6) are coherent with the one of the baseline GSA (Step 3A, Fig. 2). They provide sufficient information to enhance the understanding of the model and to formulate alerts for the final phase of the study, i.e. the identification of the key parameters and the generation the Reduced model. Such Reduced model will be obtained by fixing the non-key parameters to their median value.

### 3.3.4. Step 5: Identification of key input parameters of the LCA model
If we were relying only on the baseline GSA (Step 3A), we would have selected without hesitation only three key parameters: $PO_{\text{ORC}}$, $z$ and $NW$ (the results of the baseline GSA, Section 3.1, shows that $PO_{\text{ORC}}$, $z$ and $NW$ are together responsible for more than 66% of the variability of the output). However, the results of Step 3B provide useful additional information. Indeed, we found (Fig. 4) that three key parameters are sufficient to cover 66% of the output's variability (as requested at the beginning of Step 3B) no matter the type of distribution used to describe the inputs. However, Fig. 6 shows that the top three positions of the ranking may be covered by five different variables ($PO_{\text{ORC}}$, $z$, $NW$, $f$ and $LT$) depending on the description of the inputs (especially $z$ and $LT$ as discussed in Section 3.3.2.4). We are also alerted on the uncertainty carried by the descriptions of $z$ and $LT$, since their level of confidence is low and no improvement is to be foresee with the current knowledge. In conclusion, given that the descriptions of some inputs are influential on the GSA result and are also uncertain, it is preferred to select as key parameters all the five that could possibly cover the three highest positions of the ranking.
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**Fig. 6.** Sensitivity of the ranking with respect to the description of the input parameters: aggregated results of the analysis one parameter at a time.
3.3.5. Application of the GSA results: generation of the Reduced model

Based on this enhanced knowledge of the Reference model, we conclude that the Reduced model must be a function of these five variables: $P_{PORC}$, $Nw$, $f$, $LT$ and $LT$. We will let the user of the Reduced model define their values, instead of fixing them to their median value beforehand.

Hence, the resulting formula for the estimation of the GHG performances of EGS is given by Eq. 4:

$$\text{GHG}_{\text{EGS, Reduced}} = \frac{\text{gCO}_2 {\text{eq}}/ \text{kWh}}{Nw \omega_1 + 2 + \omega_2 + LT \omega_3 + f + \omega_4 P_{PORC}}$$

(4)

With:

$$\omega_1 = 120.70 \text{ [gCO}_2/\text{m} \cdot \text{h}/\text{y}]$$
$$\omega_2 = 5.16187 \text{ [gCO}_2/\text{h}/\text{y}]$$
$$\omega_3 = 61.82 \text{ [gCO}_2 {\text{eq}} \cdot \text{s}/\text{kg} \cdot \text{h}]$$
$$\omega_4 = 6.42 \text{ [gCO}_2 {\text{eq}}/\text{kWh}]$$
$$\omega_5 = 6.10 \text{ [kW} \cdot \text{s}/\text{kg}]$$

A comparison of the results of some LCAs of EGS proposed by different authors from literature (Frick et al., 2010; Bauer et al., 2008; Huenges, 2010) with the results obtained through the formula of the Reduced model (Eq. 4) is proposed in the Supporting Information S9. Globally, we observe that the results of the Reduced model are coherent with those from literature, attesting the robustness of this simplified tool based on these 5 key parameters that allow a rapid calculation of the life cycle impacts without undertaking the long and complex LCA procedure.

4. Discussion

With the case study, we show that the description of the inputs may have a significant influence on the GSA results (for instance, the ranking of the LT fluctuates over four positions, depending on the description of its variability) and on their exploitation (in our example, we finally decide to include $f$ and $LT$ in the set of key variables). However, this aspect is not addressed by the literature nor by the available calculation softwares. Indeed, tools to perform local and global sensitivity analysis are available in both commercial and open-source softwares, however these tools do not consider the question of the “sensitivity of the sensitivity analysis”. We propose here a first methodological approach to understand the magnitude of the influence of the inputs’ description on the identification of the key parameters and to take appropriate actions if needed.

Of course, when comparing to a baseline GSA approach, our strategy entails an additional task (i.e. Step 3B of the methodology), however the computational complexity and calculation cost is reasonable, considering the added value it provides. As stated in the Introduction, our strategy is principally aimed for modelers analyzing emerging products or technologies. In fact, when the object of the LCA is a new or innovative item, the entry data of the GSA are usually lacking or highly uncertain (Step 3B – (1)) and we inquire a posteriori about the level of confidence of their description (Step 3B – (V)). This is proposed in order to acquire a global understanding of the model. However, since the highly reliable descriptions will not be challenged further (even if the results were very influential on the ranking), the modeler may exclude them from the analysis performed in Step 3B in this case, Step 3B – (V) will be moved before Step 3B – (I).

Another relevant remark is that the conclusions of the analysis of course depend on the choices and hypothesis made by the modeler (e.g. the features of the alternative distributions). However, this is an intrinsic characteristic of any sensitivity analysis. We believe that the proposed methodology, while relying on some reasonable assumptions, still allows enhancing the understanding of the model.

5. Conclusions

Global sensitivity analysis is a powerful tool to study the influence of the different parameters of complex models and to establish a ranking among them, in order to identify the ones that are most influential on the variability of the output. However, the application of GSA has to be handled with care, since its results can be heavily influenced by the initial assumptions: this aspect is particularly critical when studying new products or emerging technologies. With the EGS case study we correspond to the realization of a sort of “GSA of the GSA”. However, in this paper we keep an OAT approach for the reiteration of the GSAs for several reasons. To start, our first objective is to highlight the interest of investigating the sensitivity of the GSA output and to present, with a concrete application, the importance of the initial hypothesis on the final results. Then, given the seminal character of this publication, we aimed at presenting a first, explorative approach to address the sensitivity problem: indeed the interpretation of the OAT results is easier, given that the changes in the output can be ascribed only to one input at the time. Other than being conceptually challenging, the GSA of the GSA would also entail a dramatic increase of the computational resources needed. In fact, in order to explore the entire space of combinations, the number of ranking to be established would be the following:

$$\text{Total number of rankings (GSA of the GSA)} = \prod_{i=1}^{N} k_i$$

(5)

For our case study, this corresponds to about 120 millions of rankings. Even with lower values for $k_i$ or $B$, the total amount of repeated GSAs is in the order of millions, namely three orders of magnitude higher than the one used in this paper. In conclusion, we believe that our OAT reiteration of the GSA allows drawing useful recommendations while keeping the computational strategy relatively simple. It also constitutes a first brick in the investigation of the sensitivity of the GSA results. The exploration of a “GSA of the GSA” strategy (and the set-up of appropriate indicators to exploit its results) will be object of further studies.

On the other hand, some remarks can be also formulated with the aim of simplifying the calculation strategy of Step 3B. Indeed, the computational cost of the analysis may also be a problem when the number of input parameters $N$ is high (e.g. several dozens). In this case, two solutions are suggested:

- Perform an initial screening to reduce the number of uncertain parameter. This can be done with a qualitative sensitivity method like the one proposed by Morris (1991). Such approach is for instance presented by Andrianandraina et al. (2015) and Wei et al. (2015).
- Exclude from the analysis the parameters with a high level of confidence regarding their description. Indeed, in the methodology that we described, we analyze the sensitivity of all the $N$ parameters (Step 3B – (III)) and we inquire a posteriori about the level of confidence of their description (Step 3B – (V)). This is proposed in order to acquire a global understanding of the model. However, since the highly reliable descriptions will not be challenged further (even if the results were very influential on the ranking), the modeler may exclude them from the analysis performed in Step 3B in this case, Step 3B – (V) will be moved before Step 3B – (I).
provided a clear illustration of how the description of the variability of one input can affect its position in the ranking and its contribution to the output's variance. This research proposes a strategy for a wise use of CSA in the LCA context investigating the stability of the parameters' ranking while considering their level of confidence. We develop a methodology that allows estimating the sensitivity of the CSA results with respect to the description of the variability of the several inputs and to take appropriate action for a relevant identification of key the parameters of the model.

While our methodology implies an augmentation of the computational cost (when compared to the execution of one single CSA), the increase in complexity is still reasonable and the results are sufficiently readable. Some options to simplify or to enhance the calculation strategy are also discussed.

In conclusion, our methodology allows an enhanced understanding of the LCA model and in particular of the relevancy of the inputs' description. This is fundamental to assess the robustness of the CSA results and for the development of future experiments. The strategy illustrated here has not been proposed so far in literature, hence this study provides a relevant contribution to the debate on the application of CSA to LCAs. Moreover, since CSA is also applied in many other different fields of science and engineering, the analysis proposed in this article may also contribute to the enrichment of the sensitivity studies outside the LCA context.
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