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A B S T R A C T

This work aims to incorporate compressible multiphase flow into the conventional reactive transport framework using an operator splitting approach. This new approach would allow us to retain the general paradigm of the flow module independent of the geochemical processes and to model complex multiphase chemical systems, conserving the versatile structure of conventional reactive transport. The phase flow formulation is employed to minimize the number of mass conservation nonlinear equations arising from the flow module. Applying appropriate equations of state facilitated precise descriptions of the compressible multicomponent phases, their thermodynamic properties and relevant fluxes.

The proposed flow coupling method was implemented in the reactive transport software HYTEC. The entire framework preserves its flexibility for further numerical developments. The verification of the coupling was achieved by modeling a problem with a self-similar solution. The simulation of a 2D CO2 injection problem demonstrates the pertinent physical results and computational efficiency of this method. The coupling method was employed for modeling injection of acid gas mixture in carbonated reservoir.

© 2016 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

1.1. Background/motivation

Human activity in the subsurface has been expanding and diversifying (waste disposal, mining excavation and high-frequency storage of energy), and the public and regulatory expectations have been increasing. The assessment of each step of underground operations, including environmental impact evaluation, relies on elaborate simulators and leads to an urgent need to develop multiphysics modeling. Reactive transport, a geochemical research and engineering tool, is used in multicomponent systems and sophisticated chemical processes (activity and fugacity correction according to different models, mineral dissolution and precipitation, cation exchange, oxidation and reduction reactions, isotopic fractionation and filiation), in addition to gas evaporation and dissolution (van der Lee et al., 2003; Mayer et al., 2012; Parkhurst and Appelo, 1999; Steefel, 2009; Yeh et al., 2004). Multiphase flow is based on broad experiences in reservoir engineering research, including the thermodynamic modeling of complex phase behavior. In particular, the equations of state were used to simulate and study interfacial tension, gas, steam and alkaline injection in oil reservoirs and enhanced oil recovery (Delshad et al., 2000; Farajzadeh et al., 2012; Nghiem et al., 2004; Wang et al., 1997).

This work aims to incorporate a compressible multiphase flow module into an existing reactive transport simulator. Our coupling method should therefore meet the following requirements:

1. The new approach should handle the different complex multiphase chemical models and retain the general paradigm of a multiphase flow module independent of the geochemical system and conserve the conventional reactive transport structure;
2. The number of mass conservation nonlinear equations arising from the flow module should be minimized such that the reduced flow system preserves the matrix structure and minimizes the computational intensity;
3. The entire framework should preserve its flexibility for possible non-isothermal, geomechanical and domain decomposition developments in the future.

Reactive transport methods have been extensively investigated over the past two decades (see below). This work focuses on the coupling between multicomponent multiphase flow (MMF) and
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Table 1
Nomenclature.

<table>
<thead>
<tr>
<th>Latin symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α, β</td>
<td>activity of potential catalyzing or inhibiting species</td>
</tr>
<tr>
<td>A, A0</td>
<td>specific surface area, [m²/m³ solution] or [m²/kg mineral]</td>
</tr>
<tr>
<td>c₁, k</td>
<td>total liquid mobile concentration of basis species k, [mol/kgw]</td>
</tr>
<tr>
<td>c₂, m</td>
<td>gas concentration of basis species m, [mol/m³]</td>
</tr>
<tr>
<td>C, Cₛ</td>
<td>concentration of primary species i in chemical module</td>
</tr>
<tr>
<td>d</td>
<td>dissolution parameter of transport model</td>
</tr>
<tr>
<td>dt</td>
<td>time step</td>
</tr>
<tr>
<td>Dₚ</td>
<td>molecular diffusion coefficient of phase α, [m²/s]</td>
</tr>
<tr>
<td>Dₑ</td>
<td>effective diffusion coefficient of phase α, [m²/s]</td>
</tr>
<tr>
<td>Dᵦ</td>
<td>diffusion-dispersion tensor of fluid phase α</td>
</tr>
<tr>
<td>e</td>
<td>evaporation parameter of transport model</td>
</tr>
<tr>
<td>fᵢ⁺</td>
<td>fugacity of species i in phase α</td>
</tr>
<tr>
<td>F</td>
<td>residual function</td>
</tr>
<tr>
<td>g</td>
<td>gravitational acceleration vector, [m/s²]</td>
</tr>
<tr>
<td>J</td>
<td>Jacobian</td>
</tr>
<tr>
<td>k</td>
<td>number of iterations in flow coupling</td>
</tr>
<tr>
<td>kᵦ, kₑ</td>
<td>kinetic rate constant in ., [mol/m²/s]</td>
</tr>
<tr>
<td>kₑ, kₑ₊, kₑ₋</td>
<td>maximum number of iterations in flow coupling</td>
</tr>
<tr>
<td>kₑ₊, kₑ₋, kₑ</td>
<td>maximum number of iterations in reactive transport coupling</td>
</tr>
<tr>
<td>K, K₁</td>
<td>intrinsic permeability, [m²]</td>
</tr>
<tr>
<td>Kᵦ</td>
<td>intrinsic permeability tensor, [m²]</td>
</tr>
<tr>
<td>Kᵦ₊, Kᵦ₋</td>
<td>K-value/equilibrium ratio</td>
</tr>
<tr>
<td>Kᵦ⁺</td>
<td>equilibrium constant of reaction j</td>
</tr>
<tr>
<td>Kᵦ₋</td>
<td>equilibrium solubility constant of solid phase</td>
</tr>
<tr>
<td>Kᵦ₀</td>
<td>Henry’s law constant</td>
</tr>
<tr>
<td>M</td>
<td>molar mass of species ., [kg/mol]</td>
</tr>
<tr>
<td>nₓ</td>
<td>quantity of matter in phase α</td>
</tr>
<tr>
<td>P</td>
<td>pressure, [Pa]</td>
</tr>
<tr>
<td>Pₑ</td>
<td>set of the critical pressures</td>
</tr>
<tr>
<td>qa, k</td>
<td>mass source term of phase α, [kg/s]</td>
</tr>
<tr>
<td>qa₀, k</td>
<td>mass source term of species k in phase α, [kg/s]</td>
</tr>
<tr>
<td>qa, m</td>
<td>source term of basis species m in the gas phase, [mol/m³]</td>
</tr>
<tr>
<td>qₑ, k</td>
<td>source term of basis species k in the liquid phase, [mol/kgw]</td>
</tr>
<tr>
<td>Q₀</td>
<td>ion activity product</td>
</tr>
<tr>
<td>rₑ, β</td>
<td>reaction term of phases α and β in α transport operator</td>
</tr>
<tr>
<td>R</td>
<td>gas constant, [J/(K/mol)]</td>
</tr>
<tr>
<td>Rₑ, α</td>
<td>reaction term of phase α, [kg/s]</td>
</tr>
<tr>
<td>Rₑ, α, k</td>
<td>reaction term of species k in phase α, [kg/s]</td>
</tr>
<tr>
<td>Rₑ, m</td>
<td>reaction term of basis species m in the gas phase, [mol/m³]</td>
</tr>
<tr>
<td>Rₑ, k</td>
<td>reaction term of basis species k in the liquid phase, [mol/kgw]</td>
</tr>
<tr>
<td>Rₑ⁺, Rₑ₋</td>
<td>geochemical reaction operator</td>
</tr>
<tr>
<td>Sᵢ</td>
<td>concentration of species j in chemical module</td>
</tr>
<tr>
<td>Sₑ, α</td>
<td>saturation of phase α</td>
</tr>
<tr>
<td>T</td>
<td>calculation time of entire system per time step</td>
</tr>
<tr>
<td>τₑ</td>
<td>calculation time of flow operator per iteration</td>
</tr>
<tr>
<td>τₑ₊, τₑ₋</td>
<td>calculation time of flow coupling per iteration</td>
</tr>
<tr>
<td>τₑ⁺, τₑ₋</td>
<td>calculation time of gas transport operator per iteration</td>
</tr>
<tr>
<td>τₑ₊, τₑ₋</td>
<td>calculation time of reactive transport coupling per iteration</td>
</tr>
<tr>
<td>T, °C</td>
<td>temperature, °C and K</td>
</tr>
<tr>
<td>Tₑ</td>
<td>total concentration in chemistry module</td>
</tr>
<tr>
<td>Tₑ</td>
<td>set of the critical temperatures</td>
</tr>
<tr>
<td>Tₑ⁺, Tₑ₋</td>
<td>transport operator of phase α</td>
</tr>
<tr>
<td>uₑ</td>
<td>Darcy’s velocity of phase α</td>
</tr>
<tr>
<td>vₑ</td>
<td>molar volume, [m³/mol]</td>
</tr>
<tr>
<td>Vₑ</td>
<td>volume of porous space occupied by phase α, [m³]</td>
</tr>
<tr>
<td>Vₑtot</td>
<td>total volume, [m³]</td>
</tr>
<tr>
<td>xᵢ</td>
<td>mole fraction of basis species i in the liquid phase</td>
</tr>
<tr>
<td>Xₑ, k</td>
<td>mass fraction of basis species k in phase α</td>
</tr>
<tr>
<td>x, y</td>
<td>vector of primary variables of the flow system</td>
</tr>
<tr>
<td>yᵢ</td>
<td>mole fraction of basis species i in the gas phase</td>
</tr>
</tbody>
</table>

Table 1 (continued)

<table>
<thead>
<tr>
<th>Greek symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>liquid/gas phase</td>
</tr>
<tr>
<td>α₀</td>
<td>stoichiometric coefficient</td>
</tr>
<tr>
<td>γ</td>
<td>activity coefficient</td>
</tr>
<tr>
<td>Δ</td>
<td>matrix of binary interaction coefficients of PR EOS</td>
</tr>
<tr>
<td>εₓ</td>
<td>gas quantity tolerance in reactive transport coupling</td>
</tr>
<tr>
<td>εₑ</td>
<td>residual function tolerance in flow coupling</td>
</tr>
<tr>
<td>εₑₑ</td>
<td>quasi-stationary state tolerance in flow coupling</td>
</tr>
<tr>
<td>εₑₑₑ</td>
<td>tolerance in reactive transport coupling</td>
</tr>
<tr>
<td>μₑ</td>
<td>viscosity of phase α, [Pa · s]</td>
</tr>
<tr>
<td>ρₑ</td>
<td>mass density of phase α, [kg/m³]</td>
</tr>
<tr>
<td>ρₑ⁺</td>
<td>density of phase α in the gravity term, [kg/m³]</td>
</tr>
<tr>
<td>τₑ</td>
<td>tortuosity of phase α</td>
</tr>
<tr>
<td>φ</td>
<td>porosity</td>
</tr>
<tr>
<td>ψᵢ⁺</td>
<td>fugacity coefficient of species i in phase α</td>
</tr>
<tr>
<td>Ψₑ</td>
<td>volumetric rate of phase α, [m³/s]</td>
</tr>
<tr>
<td>Ω</td>
<td>acenic factor set</td>
</tr>
</tbody>
</table>

Table 2
Abbreviations.

| AIM | adaptive implicit method |
| CFL | Courant-Friedrichs-Lewy number |
| DAE | differential algebraic equations method |
| DSA | direct substitution approach |
| EOS | equation of state |
| FIM | fully implicit method |
| FVM | finite volume method |
| GA | global implicit approach |
| IMPEC | implicit pressure/explicit concentration |
| MMF | multiphase multicomponent flow |
| MMRF | multiphase multicomponent reactive flow |
| ODE | ordinary differential equations method |
| PDE | partial differential equation |
| OSA | operator splitting approach |
| RT | reactive transport |
| SIA | saturation index |
| SNIA | sequential iterative approach |
| TFPA | two-point flux approximation |

This work focuses on the development of reactive transport (RT) modules and starts by surveying the existing approaches.

1.2. A review of multiphase multicomponent flow and reactive transport codes

1.2.1. Operator splitting algorithms between MMF and RT

The strength of the operator-splitting approach (OSA) (sequential iterative [SIA] or sequential non-iterative [SNIA]) arises from the framework flexibility, which allows each model to be developed and verified independently. These are important reasons for selecting the OSA for the coupling between MMF and RT, particularly when extending a hydrogeochemical code from single-phase to two-phase flow. The following codes apply the OSA: Code-Bright (Oliveira et al., 1996) (coupling with the reactive transport code RETRASo (Saaltink et al., 2004)), DuMuX® (based on DUNE) (Ahuboerde et al., 2015; Vostrikov, 2014), DUNE (Hron et al., 2015), HYDROGEOCHEM (unsaturated) (Yeh et al., 2004, 2012), iCP (Nardi et al., 2014), IPARS (Peszynska and Sun, 2002; Wheeler et al., 2012), MIN3P (the bubble model) (Mayer et al., 2012; Molins and Mayer, 2007), MoReS (Farajzadeh et al., 2012; Wei, 2012), NUFT (Hao et al., 2012), PFLOTRAN (Lichtner et al., 2015; Lu and Lichtner, 2007),...
STOMP (White et al., 2012; White and Oostrom, 2006), TOUGH-ACT (Xu and Pruess, 1998; Xu et al., 2012), and UTCHEM (Delshad et al., 2000); see also (Steefel et al., 2014).

The simulators are primarily based on the finite volume method (FVM) because of its conservative properties. The general tendency in coupling is to first (non-)iteratively solve the flow to obtain the velocities. The compositional formulation is typically chosen, or alternatively, the conservation equations can be solved for the dominant components (e.g., water/air). When the two-phase flow system involves only two components (e.g., H₂O and CO₂), the final sets of equations for the compositional and dominant component formulations are identical and reduce to the mass conservation for each component.

Once the flow is established, the RT part can be solved using the OSA (GIA, SNIA or predictor-corrector); a global implicit approach (GIA), such as the ordinary differential equation-based method (ODE, the chemistry module is used as a black box), the direct substitution approach (DSA) (Saaltink et al., 2001) or the differential algebraic equation-based method (DAE) (de Dieuleveult, 2008; de Dieuleveult et al., 2009). The OSA and GIA applied to RT are compared in Carrayou et al. (2010); de Dieuleveult et al. (2009); Saaltink et al. (2001); Steefel and MacQuarrie (1996). In 2001, Saaltink et al. (2001) reported that OSA was more favorable than RTA in cases of large grids and low kinetic rates because of the high computer storage requirements and slow linear solvers. A decade later, the MoMaS benchmark confirmed the reliability of both approaches and the enhanced computational potential of the DSA with the reduction technique (Kräutle and Knabner, 2007).

1.2.2. From global implicit algorithm in RT to global implicit algorithm in MMF&RT

The advantage of GIA is its accuracy, although it comes at the cost of computational resources. However, this method is becoming more competitive because of increases in computer capabilities and advances in the methods that allow reducing the system of equations. Additionally, reservoir simulators typically utilize the global formulation for the MMF problem combined with the fully implicit method (FIM) or the adaptive implicit method (AIM), which unifies the FIM and implicit pressure/explicit concentration (IMPEC). They can therefore be naturally extended to the RT using GIA, e.g., COORES², GEM-GH (Ngiem et al., 2004), GPAS (Pope et al., 2005), and GPRS (Cao, 2002; Fan et al., 2012).

For the global implicit solution of the RT, several techniques have been proposed to reduce the initial mass balance system by linear combination and eliminate the reaction terms in the equilibrium reactions (Kräutle and Knabner, 2007; Molins et al., 2004; Saaltink et al., 1998). Such modifications of the DSA for RT lead to mathematical decoupling of the entire system and consequently make it interesting for the global implicit coupling of multiphase flow and reactive transport, as recently demonstrated by Saaltink et al. (2013) and Fan et al. (2012). Saaltink et al. (2013) proposed a method for introducing the chemistry calculations to a conventional multiphase simulator to minimize the number of mass conservation equations by taking the fluid phase pressures and porosity as primary variables and expressing all secondary variables (such as component concentrations, fugacity, pH, and salinity) as a polynomial function of gas pressure, which requires pre-processing prior to each application. Fan et al. (2012) employed the element balance formulation (Michelsen and Mollerup, 2007) via reduction techniques (Kräutle and Knabner, 2007; Molins et al., 2004) and the decoupled linearized system on the primary and secondary equations. Saaltink et al. (2013) demonstrated that the GIA and OSA provided similar results for CO₂ storage and concluded that the full coupling was not necessary for MMF&RT modeling from a physical perspective, although the OSA can be more computationally expensive.

Moreover, Gamazo et al. (2012) highlighted the significant impact of geochemical reactions on the phase fluxes by modeling gypsum dehydration when the non-isothermal flow is chemically restrained, i.e., the anhydrite-gypsum paragenesis controls the water activity and hence the evaporation process. The importance of DSA, which implicitly connects the equilibrium heterogeneous reactions and the phase flow, was emphasized compared with the decoupled formulation of the flow and the RT: the decoupled formulation overestimates the evaporation, but its computational time was reduced by 22.5% (compared to DSA). However, the definitions of water activity and liquid density were different in the GIA's and OSA's models. Furthermore, the decoupled flow system contained the conservation equations for dominant components (water and air), but the coupling between flow and RT was not specified. Given the nature of the formulations described in this work, it is likely that using the strong OSA (the SIA-based connection between flow and RT with the precise reaction terms in flow equations) would yield results similar to those of DSA at the cost of additional iterations.

1.3. Preamble to a new MMF&RT coupling approach

To reduce the number of nonlinear equations arising from the flow system, the formulation of the dominant components was considered. This approach is efficient when the impact of the other species is negligible. In geochemical problems, the speciation can vary largely over time and space. Ideally, the dominant components should be adapted locally to preserve the accuracy, but this would require specific treatment of the global flow solution.

If the flow system expands such that many species play significant roles in the thermodynamic state and phase displacement, then the number of nonlinear equations of compositional flow increases with the number of components, which is computationally expensive.

Despite the reduction techniques, the primary nonlinear system must be calculated. In geochemical modeling, which includes complex homogeneous and heterogeneous reactions, the primary (basis) species typically changes spatially and temporally. The system of equations is therefore redefined, which requires modifications of the Jacobian structure within Newton's method. The solution of the transport linear system can be several or even a hundred times faster than that of multiphase flow.

To minimize the size of the nonlinear system, it is possible to replace the compositional formulation by the phase formulation. The phase flow coupled to the RT was employed by Peszynska and Sun (2002). Given their problem conditions (slightly compressible fluids and density-independent flow), the authors divided the RT into three stages (advection, reaction, and diffusion) within the internal time steps by interpolating the fluxes and saturations. Later, Hron et al. (2015) simulated Escherichia coli growth and transport under aerobic and anaerobic conditions via the sequential coupling of phase flow and the SNIA-based RT. The liquid fluid was assumed to be incompressible, whereas the gas density was composition dependent. In the advective-dominant regime, the transport was solved explicitly in a time that led to a time step restriction: CFL = 0.4; thus, the split transport time step was applied. Note that the same issue arises from the IMPEC scheme in which the component equations are solved explicitly.

1.4. Our alternative method

This work proposes a new approach for incorporating the compressible two-phase flow in a conventional reactive transport simulator. It is based on the phase flow formulation and preserves all
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the sustainability and facilities of the reactive part. This method builds on the unconditional stability of the fully implicit scheme and can model advective-dominant and density-driven regimes.

The following simplifications are considered in this work: isothermal flow and no geomechanics. The method was applied to the (SIA) reactive transport simulator HYTEC (Lagneau and van der Lee, 2010b; van der Lee et al., 2003). The HYTEC code has been widely evaluated in several benchmark studies (Carraryou et al., 2010; Lagneau and van der Lee, 2010a; Trottignon et al., 2005; de Windt et al., 2003) and numerous applications, such as cement degradation (de Windt and Devillers, 2010), radioactive waste disposal (Debure et al., 2013; de Windt et al., 2014), geological storage of acid gases (Corvisier et al., 2013; Jacquemet et al., 2012; Lagneau et al., 2005), and uranium in situ recovery processes (Regnauld et al., 2014).

In Section 2, a concise description of the governing equations of multicomponent multiphase flow and reactive transport is given. Next, the proposed coupling methods are detailed in Section 3. Section 4 presents the method's applicability and computational performance, first using a benchmark problem with a self-similar solution and then for modeling 2D CO2 injection. Section 4 also illustrates a problem of acid gas injection in carbonated reservoir. The conclusions are presented in Section 5.

2. Governing processes and mathematical formulation

The standard entire isothermal MMRF problem is composed of component $c_{\alpha}$ mol conservation, mass balance, mass-action laws and other constitutive relations. The total number of phases is $N_p = 3$, where the solid phase is immobile and the $N_p$ fluid phases $\alpha$ are mobile (liquid and gas). The chemical system of $N_c$ chemical species and $N_s$ linearly independent chemical reactions relies on Morel’s method (Morel and Hering, 1993) of $N_s$ primary species that form a basis for all $N_c$ species: $N_c = N_s - N_r$.

2.1. Mass conservation for each phase

We first introduce the standard multiphase compositional flow problem and the physical parameters, and then we present the phase mass conservation formulation and its advantages. Let us begin with the general mass conservation in terms of the mass fraction $X_{\alpha,k}$ of species $k$ in fluid phase $\alpha$ that forms $N_c N_s$ equations:

$$\frac{\partial (\phi \rho_a X_{\alpha,k})}{\partial t} = -\nabla \cdot \left( \rho_a X_{\alpha,k} \mathbf{u}_\alpha - \rho_a D_{\alpha} \nabla X_{\alpha,k} \right) + R_{\alpha,k} + q_{\alpha,k},$$

where $\phi$ is the porosity, $\rho_a$ is the saturation of fluid phase $\alpha$, $\rho_a$ is the mass density of fluid phase $\alpha$, $\mathbf{u}_\alpha$ is the Darcy–Muskat velocity of fluid phase $\alpha$, $D_{\alpha}$ is the diffusion-dispersion tensor of fluid phase $\alpha$. The classical Fick’s law is used for the diffusion coefficients $D_{\alpha}$ that are then scalar and independent of composition; for each phase $\alpha$, the diffusion coefficient should be identical for all species to preserve the consistency of system (Hoteit, 2011). In this work, the dispersion term is neglected. Consequently, the diffusion-dispersion tensor $D_{\alpha}$ transforms into the effective diffusion $D_{\alpha} = \phi \rho_a X_{\alpha,k} D_{\alpha,k}$, $R_{\alpha,k}$ is the reaction term, and $q_{\alpha,k}$ is the external source term of species $k$ in fluid phase $\alpha$. The Darcy–Muskat law (Muskat et al., 1937) states that

$$\mathbf{u}_\alpha = -\frac{k_{\alpha}}{\mu_{\alpha}} \kappa \left( \nabla p_a - \rho_a \mathbf{g} \right),$$

where $k_{\alpha}$, $\mu_{\alpha}$ and $p_a$ are the relative permeability, viscosity and pressure of fluid phase $\alpha$, respectively. $\kappa$ is the intrinsic permeability tensor, and $\mathbf{g}$ is the gravitational acceleration vector. The pressures are connected by $N_f - 1$ capillary pressure relations, and the saturations and mass fractions sum up to 1:

$$\sum_{\alpha} S_{\alpha} = 1,$$

$$\sum_{k} X_{\alpha,k} = 1.$$

Thus, an additional $2N_f$ constitutive relations are generated. The conventional PDE system of isothermal compositional multiphase flow can be expressed using (1) by deriving the conservation of each species $k$ in all phases $\Sigma_{\alpha}$. These $N_c N_s$ nonlinear equations, $2N_f$ constitutive relations and $N_s (N_f - 1)$ phase equilibrium relations (Section 2.3) yield $2N_f + N_s N_f$ equations for $2N_f + N_s N_f$ unknowns $\rho_a$, $S_{\alpha}$ and $X_{\alpha,k}$. According to the Gibbs phase rule, the number of intensive properties is $N_s - N_p + 2$. If the number of phases is locally known, then $N_p = 2$ for fixed temperature, and at least $N_s$ nonlinear equations (e.g., pressure and composition (Jindrová and Mikyška, 2015)) can be solved to establish the thermodynamic state. Note that the geochemical system can be abundant in species, implying that considerably large nonlinear systems must be solved.

In this work, we propose handling a phase mass conservation system of $N_f$ PDE whose size is independent of the number of chemical species $N_c$. We apply $\Sigma_{\alpha}$ to (1) to obtain

$$\frac{\partial (\phi \rho_a \mathbf{u}_\alpha)}{\partial t} = -\nabla \cdot \left( \rho_a \mathbf{u}_\alpha \right) + R_{\alpha} + q_{\alpha},$$

taking into account that the sum of diffusive fluxes for each phase $\alpha$ is equal to 0 because the diffusion coefficients $D_{\alpha}$ are equal over all components in each phase. The external source term $q_{\alpha}$ can also be presented as

$$q_{\alpha} = \rho_a \mathbf{u}_\alpha \cdot \mathbf{g},$$

where $V_{\alpha}$ is the volumetric rate. The system (5) of $N_f$ equations, $N_s - 1$ capillary pressure relations and (3) is assembled for $2N_f$ unknowns, $\rho_a$ and $S_{\alpha}$, which are natural variables of multiphase flow problems.

When one of the phases disappears, the corresponding equation of system (5) degenerates, and the natural variables are no longer appropriate for describing the system. In this case, we move to the single-flow problem. Formalism are dedicated to the two-component, two-phase flow and associated phase disappearance/appearance (Abadpour and Panfilov, 2009; Angelini et al., 2011; Bourget et al., 2013; Lauer et al., 2011; Masson et al., 2014; Pruess et al., 1999). In this work, the liquid phase is assumed to be present throughout the system, even if it is present in small amounts. The liquid pressure and gas saturation are chosen as primary variables. Therefore, solving the system of $N_f$ nonlinear Eq. (5) can be beneficial when $N_c > N_f$. Although a semi-implicit method IMPEC is used to reduce the number of nonlinear equations to be solved simultaneously (Hoteit and Firoozabadi, 2006; Mikyška and Firoozabadi, 2010), time stepping is constrained by the CFL condition. Alternatively, an explicit method of decoupled system has been proposed in Zidane and Firoozabadi (2015). The authors solve implicitly the species transport coupled with the total flux calculated by the mixed finite element method.

2.2. Mole conservation for each gas component and primary species

The liquid and gas phases consist of $N_s$ primary species and $N_g$ gas species, respectively, $N_g < N_c$, for which the transport must be solved. We chose the transport formulation in terms of concentrations $c_{\alpha,k} \propto \rho_a X_{\alpha,k} | M_k |$, where $M_k$ is the molar mass of species $k$. Deriving the transport equations in mole/mass fractions, as in Eq. (1), the density deviation $\nabla \rho_a / \rho_a$ that arises from the diffusive part of flux is neglected. Based on the primary species formalism (van der Lee, 2009; Lichtner, 1996; Steefel and MacQuarrie, 1996; Yeh and Tripathi, 1991), the liquid transport is defined for the total
liquid mobile concentration \( c_{i,k} \) of primary species \( k \) and the gas transport for the gas concentration \( c_{g,m} \) of gas species \( m \), which yields \( N_c + N_g \) transport (linear) equations:

\[
\frac{\partial \phi S_i c_{i,k}}{\partial t} = -\tau_i(c_{i,k}) + R_{i,k}(c_{i,k}, c_{a,k}) + q_{i,k},
\]

(7)

\[
\frac{\partial \phi S_i c_{g,m}}{\partial t} = -\tau_g(c_{g,m}) + R_{g,m}(c_{g,m}, q_{g,m}).
\]

(8)

where \( c_{i,k} \) is the immobile concentration of species \( k \), operator \( \tau_i \) includes the advective flux presented by the Darcy–Muskat law (2), and assuming non-Knudsen diffusion, Fick’s law for diffusive flux yields (Lichtner, 1996; de Marsily, 2004):

\[
\tau_i(c_{a,k}) = \nabla \cdot (c_{a,k} \mathbf{u}_a - D_c \nabla c_{a,k}),
\]

(9)

where \( D_c \) can involve the tortuosity coefficient \( \tau_i \) (Millington and Quirk, 1961).

2.3. Mole balance for each primary basis species

The chemical equations arise from the mass action law and phase equilibrium relations. As mentioned above, the reactive transport code is based on the primary species formulation, and thus, we denote the concentration of basis species \( S_j \), \( j = 1, \ldots, N_c \), that can be expressed as a function of basis species \( C_i \), \( i = 1, \ldots, N_c \):

\[
S_j = \sum_{i=1}^{N_c} x_{ij} C_i,
\]

(10)

where \( x_{ij} \) is the stoichiometric coefficient. At equilibrium, the mass action law provides the reaction affinity:

\[
S_j = \frac{k_j}{T_j} \prod_{i=1}^{N_c} (\gamma_i C_i)^{\alpha_{ij}},
\]

(11)

where \( \gamma_i \) is the activity coefficient and \( k_j \) is the thermodynamic equilibrium constant of reaction \( j \). All aqueous reactions are considered to be at equilibrium. For each basis species, the mole balance can be written in terms of the total concentration \( T_i \), \( i = 1, \ldots, N_c \):

\[
T_i - C_i = \sum_{j=1}^{N_c} \alpha_{ij} \frac{k_j}{T_j} \prod_{i=1}^{N_c} (\gamma_i C_i)^{\alpha_{ij}} = 0,
\]

(12)

constituting a system of \( N_c \) equations on \( C_i \), \( i = 1, \ldots, N_c \).

2.3.1. Liquid mixtures

In non-ideal liquid mixtures, the activity coefficients \( \gamma_i \) are not trivial and can be calculated using different models whose complexity increases with the concentration of solution, from less to more concentrated solution: truncated Davies formula (Colston et al., 1990), B-dot (Hegelson, 1969), STF (Grenthe et al., 1997), and Pitzer (1991).

2.3.2. Gas-liquid equilibrium

The chemical potentials and corresponding fugacities of species \( i \) in mixture \( f_i^G \) are equal under equilibrium conditions. The fugacity-activity (\( \phi - \gamma \)) approach yields

\[
\Psi_i \phi_i^G = f_i = K_i^p \gamma_i x_i,
\]

(13)

where \( y_i \) is the mole fraction of species \( i \) in the gas phase, \( \phi_i^G \) is the fugacity coefficient of species \( i \), \( K_i^p \) is the corrected Henry’s constant of species \( i \), \( \gamma_i \) is the asymmetry activity coefficient of species \( i \) (Michelsen and Mollerup, 2007), and \( x_i \) is the mole fraction of species \( i \) in the liquid phase. \( K_i^p \) includes the Poynting factor, which corrects the reference fugacity with respect to the pressure and is near unity at low to moderate pressures.

The fugacity coefficients can be calculated using the equation of state (EOS). We chose the Peng–Robinson EOS (Peng and Robinson, 1978), which precisely reflects the gas mixture properties at high pressures/temperatures. For a given \( P \), the cubic equation should be solved for the compressibility factor \( Z = \frac{\phi_i}{RT} \), where \( v \) is the molar volume. The fugacity coefficient is then calculated as follows (Robinson and Peng, 1978):

\[
\phi_i^G(T, P, z, \Omega, \Delta) \text{, where } T, P, z, \text{ and } \Omega \text{ are the sets of the critical temperatures, critical pressures and compressibility factors of the species in the mixture, respectively. } \Omega \text{ is the acentric factor set, and } \Delta \text{ is the matrix of empirical binary interaction parameters for each pair of species in the mixture.}
\]

The EOS also provides the mass density for gas mixtures:

\[
\rho_g = \frac{\sum_{i=1}^{N} \gamma_i M_i}{v} = \frac{\bar{M}}{v},
\]

(14)

and, by analogy, for liquid mixtures: \( \bar{M} = \sum_{i=1}^{N} x_i M_i \).

Note that Raoult’s law \((P_{li} = P_{li}^{sat} x_i)\) is derived from Eq. (13), assuming low pressure conditions and ideal solutions.

2.3.3. Liquid-solid equilibrium and kinetic relations

For minerals under the thermodynamic equilibrium assumption, the solubility constant \( K_i \) can be derived from the mass action law. The mineral activity is unity by convention. By omitting the index \( j \), Eq. (11) expresses the yield for the equilibrium solubility constant for solid \( s \):

\[
K_s = \prod_{i=1}^{N_c} (\gamma_i C_i)^{\alpha_{is}}.
\]

(15)

When the reactions are kinetically controlled, the rate law can be described, e.g., by the transition state theory (Lasaga, 1984). The model uses the ion activity product \( Q_s \), which by definition becomes \( K_s \) at equilibrium, and the saturation index (SI):

\[
SI = \log \left( \frac{Q_s}{K_s} \right) \text{ is to } \begin{cases} < 0 & \text{undersaturated \rightarrow dissolution,} \\ = 0 & \text{saturated \rightarrow equilibrium,} \\ > 0 & \text{oversaturated \rightarrow precipitation.} \end{cases}
\]

(16)

Under the transition state theory, the kinetic rate law is then

\[
\frac{dS}{dt} = A_s \kappa_{\text{kin}} \text{sign(SI)} \left( \left( \frac{Q_s}{K_s} \right) - 1 \right) \prod_{i=1}^{N_c} \alpha_{is},
\]

(17)

where \( A_s \) is the specific surface area; \( \kappa_{\text{kin}} \) is the kinetic dissolution/precipitation rate constant; \( b_1, b_2 \), and \( n_i \) are fitting parameters; and \( \alpha_{is} \) is the activity of the potential catalyzing or inhibiting species.

The mole balance equations with the mass action laws for the species at equilibrium, the rate laws for kinetically limited solids and phase equilibrium relations constitute a complete system of algebra-differential equations whose solution yields the concentrations of basis and secondary species. Other chemical reactions can also be handled by the formalism of basis species, e.g., cation exchange and surface and organic complexion.

3. Numerical solution

Applying the OSA to subsurface environmental modeling enables the independent development of separated modules of code and the rigorous solution of each. Consequently, the majority of RT simulators rely on the OSA (Steefel et al., 2014). The assessment of different coupling methods was studied for the MoMaS benchmark of RT codes (Carraryou et al., 2010; Carraryou and Lagneau, 2007), during which the reliabilities of both the SIA and GIA were determined, and the detailed results of HYTEC were reported in Lagneau and van der Lee (2010a). Following the general strategy of integrating the (un)saturated flow in RT codes by OSA, we solved
the compressible two-phase flow block first. This process involved
the flow system, the gas transport equations, and the EOS and fluid
properties models. Then, reactive transport coupling was applied.
We propose employing SIA for each module, and hence, two internal
SIA-based couplings exist. Let us describe the applied methods
for flow and transport discretization and the subsequent coupling
methods.

3.1. Discretization of flow and transport

The discretization of mass phase conservation (5) and mole
species transport \((7), (8)\) is constructed based on a Voronoi-type
finite volume method. The time approximation of two-phase flow
(5) is fully implicit, and the fluxes are handled by TPFA. In the
1960s, the transmissibility discretization was demonstrated to af-
ect the numerical stability and accuracy (Allen, 1984; Blair and
Weinaug, 1969; Settari and Aziz, 1975); in this work, the inter-
face coefficients of flow between adjacent cells were evaluated
implicitly and upstream. For the relative permeability \((k_{rel})\), the
upstream space approximation is widely used because its con-
vergence was confirmed for the Buckley–Leverett problem (Aziz
and Settari, 1979; Bastian, 1999). The detailed comparison of temporal
discretization presented in Aziz and Settari (1979); Blair and Weina-
ug (1969) demonstrated the stability advantages of the implicit
upstream treatment relative to explicit ones but also reported in-
creased truncation errors. We will discuss the impact of truncation
errors in Section 4.1. The relative permeability \(k_{rel}\), intrinsic perme-
bility \(K\), phase density \(\rho_a\), and phase viscosity \(\mu_a\) of the inter-
face coefficients between adjacent cells \(i, j\) at iteration \(k + 1\) are there-
fore defined as

\[
(c)^{k+1}_{ij} = \begin{cases} (c)^k_{ij} & \text{if } u^+_i n_j > 0, \\ (c)^k_{ij} & \text{else} \end{cases}
\]

where \(n_j\) is the normal vector from \(i\) to \(j\).

The discretization of density \((\rho^+_a g)_{ij}\) in the gravity term \(\rho_a g\) is
treated differently and weighted relative to the effective phase vol-
ume. If the gas phase is absent in one of the cells, then the up-
stream treatment is applied (Coats, 1980):

\[
(\rho^+_a g)_{ij} = \begin{cases} \rho_a \sigma + \rho_{a,j} (1 - \sigma) & \text{if } (S_{a,i} > 0) \land (S_{a,j} > 0) \\
\rho_{a,j} & \text{else} \end{cases}
\]

where \(V_a = \phi S_a V_{ax}\) and \(V_{ax}\) is the volume of the cell. The resulting
nonlinear system can be solved using Newton’s method with an
analytical Jacobian, as presented in Section 3.2.

The space discretization of transport operators \((7)\) and \((8)\) is
achieved by upstream weighting for advective flux and harmonic
weighting for effective diffusion. The semi-implicit scheme is chos-
en for the time discretization: the implicit Euler scheme is applied
for the diffusive flux, whereas the advective part is discretized us-
ing the Crank–Nicolson method.

3.2. Coupling 1: compressible two-phase flow

Because the phase flow system (5) is nonlinear, the classic
Newton’s method is applied. We denote the discretized Eq. (5) as
\(F(x) = 0\), where \(x = (p_r, S_r)\). When the fluids are highly compres-
sible (e.g., the gas phase), the density properties should be precisely
evaluated at each deviation of the intensive variables \(P, V,\) and \(n\),
where \(n\) is the quantity of matter. To ensure the implicit treat-
ment of interface coefficients, the density is updated in Newton’s
loop, similar to the other flow parameters. However, the gas den-
sity may be strongly dependent on its composition. Therefore, the
gas composition must be calculated by employing the gas trans-
port \((8)\) denoted by \(F_g(c_g, x) = 0\). This is particularly important for
modeling the gas appearance and disappearance. The flow coupling
algorithm for time step \(n + 1\) is presented in Algorithm 1, and its pars-
ing is given below.

**Algorithm 1 Newton’s method for flow.**

\[
\begin{align*}
1: & \quad \varepsilon_{nj} = 1 \times 10^{-6} \\
2: & \quad \varepsilon_{gs} = 1 \times 10^{-24} \\
3: & \quad k_{\text{max}} = 9 \\
4: & \quad k = 0 \\
5: & \quad \text{while } (\|F(x^k)\| \geq \varepsilon_{nj} \|F(x^0)\| \| \|F(x^k)\| \geq \varepsilon_{gs}) \land (k \leq k_{\text{max}}) \text{ do} \\
6: & \quad \text{find } \delta x^{k+1} : F(x^k) \delta x^{k+1} = -F(x^k) \\
7: & \quad x^{k+1} \leftarrow x^k + \delta x^{k+1} \\
8: & \quad \text{find } c_g^{k+1} : T_g(c_g^{k+1}, x^{k+1}) = 0 \\
9: & \quad \text{update EOS and physical parameters} \\
10: & \quad k \leftarrow k + 1 \\
11: & \quad \text{end while}
\end{align*}
\]

The user-defined or default tolerance \(\varepsilon_{nj}\) (Section 3.4.3) and
maximum number of Newton iterations \(k_{\text{max}}\) for the flow coupling
are initialized first. Next, the linearized system is solved for the in-
crement \(\delta x\) at line 6. All the partial derivatives involved in the Ja-
cobian \(J\) of the discretized flow system are analytical. For example,
the derivative of the gas density interface coefficient is expressed as

\[
\frac{\partial (\rho_g)_{ij}}{\partial p_{g,i}} = \frac{\partial (\rho_g)_{ij}}{\partial p_{g,i}} \frac{\partial p_{g,i}}{\partial p_{g,i}} = \frac{\partial \rho_g}{\partial p_g} \frac{\partial p_g}{\partial p_{g,i}} = -\frac{M_t}{\sigma^2 (\partial p_g / \partial v)_i},
\]

where \(\partial p_g / \partial v\) is the analytical derivative arising from the corre-
sponding EOS. Note that the density derivatives are composition
dependent and proportional to the average molecular weight \(M\) and
the density function Eq. (14). Various methods exist for solv-
ing multiphase systems of linear equations (Chen et al., 2006); we
apply GMRES (Saad and Schultz, 1986), which is one of the most
prevalent and efficient methods, with ILU(0) (van der Vorst and
Meijerink, 1981) as a preconditioner.

Using the velocities and saturations given by \(x^{k+1}\) from step 7,
the linear transport system \(T_g(c_g^{k+1}, x^{k+1}) = 0\) is solved for \(c_g^{k+1}\)
at line 8 with GMRES and ILU(0). Because of the modified compo-
sition \(E\), the EOS parameters must be updated to evaluate a new molar
volume \(v\) by solving the EOS analytically. Then, the physical prop-
cies can be calculated at line 9. Thereafter, three stop criteria
must be checked at line 5: two for the flow system residual and
one for the number of iterations.

The proposed coupling in Algorithm 1 corresponds to Newton’s
family for the flow system regarding \(x^{k+1}\), whereas it can be con-
sidered as Picard’s method (fixed-point method) for the transport
equations on \(c_g^{k+1}\). Given that the gas phase is supposed to be com-
pressible and that significant differences in gas density may oc-
cur throughout the modeled domain, an additional criterion for gas
quantity \(n_g\) deviation can be included:

\[
\max \left(\frac{n_g^{k+1} - n_g^k}{n_g^k}\right) \leq \varepsilon_g,
\]

where max is the maximum value over the modeled domain. After
numerous tests, we deduce that this may not be a necessary con-
dition but is sufficient to finish the loop that depends on the com-
plexity of gas dynamics. Despite neglecting the criterion (21),
the solution’s accuracy is not lacking. In addition, the reactive trans-
port coupling described in Section 3.3, which follows the flow coupl-
ing in Algorithm 1, entails the convergence (stop) conditions for
the gas and solid phases and guarantees the conservation of the entire
system.
An adaptive time stepping is implemented for the relaxed CFL condition, number of Newton iterations and maximum saturation/pressure changes. Extremely large time steps are not reasonable, even if the scheme is unconditionally stable. Moreover, the subsequent reactive transport may require a smaller time step. In this case, smaller inner time stepping is commonly used. However, when the RT coupling is finished, the aggressive chemistry can yield important changes and provide large reaction terms and strong phase modifications of the flow block at the next time step. As a result, the flow solution deviates further from the first guess, and consequently, the convergence rate should decrease because it is quadratic only near the root. This issue will be discussed in Section 3.4.2.

Note that there is no calculation of the geochemical reactions in the flow coupling, but the reaction term \( R_g \) can be simply expressed as:

\[
R_{g}^{n} = \frac{(V_{g}\rho_{g})^{n+1} - (V_{g}\rho_{g})^{n,ff}}{\Delta t},
\]

(22)

where \( n \) is time step and \( \cdot^{n,ff} \) denote the values obtained by the flow and reactive transport couplings, respectively. The reaction terms are then estimated a posteriori at each time step, and the mass conservation is retained throughout the calculations. Additionally, note that when three phases (g, l, s) are included in the system, the term \( R_g \) reflects not only the gas and liquid connection but also the implicit gas-liquid-solid mass transfer, which is not negligible in conventional geochemical modeling. The precipitation and dissolution of some minerals can lead to gas depletion or formation, which affects saturation and pressure. These phenomena were numerically demonstrated in Gamazo et al. (2012). Consequently, the value of the reaction term can be highly important depending on the physical and chemical problem statement and the desired accuracy; e.g., in Vostrikov's work (Vostrikov, 2014), the reaction terms between the flow of dominant components and the reactive transport were neglected given the following assumptions: "only very small amounts of minerals are transferred to the liquid form" and "minor components do not have a significant impact on the physical parameters of system".

Algorithm 1 constitutes a simple two-phase system, where the gas concentrations are assumed to be the secondary variables, as for the relative permeability, the capillary pressure, and others. In this coupling, the flow can be fully reactive if the gas displacement is the dominant mechanism and if the phase equilibrium calculations are taken explicitly, from the reactive transport coupling in this case.

### 3.3. Coupling 2: reactive transport

Relying on Algorithm 1 allows finding the phase velocities and saturations and consequently managing the reactive transport problem, which consists of the linear transport and nonlinear chemical equations. Analogous to the standard coupling in saturated porous media, Picard's method can be employed. On the one hand, the gas and liquid transport can be summed and written for each species, similar to GIA for multiphase multicomponent flow (Class et al., 2002; Lauer et al., 2011; Lichtner, 1996), by applying phase (dis-)appearance criteria and K-values \( K_j = y_{j}/x_{i} \). In this work, this would be \( K_j = K_j^{\phi} = /\gamma_i / (\gamma_i / \phi) \), as derived from (13). In the non-ideal approach, \( \gamma_{i} \) is explicitly calculated for the electrolytic states of ions based on the ionic strength, as discussed in Section 2.3.1. Furthermore, \( \phi_i^{\phi} \) is the function of the properties of the entire mixture, including \( y_i \) itself. Thus, \( K_j \) depends on both the aqueous and gaseous compositions and should be updated at each iteration as secondary variables. On the other hand, when solving the liquid (7) and gas (8) equations separately, the gas concentration from Algorithm 1 can be applied as a first guess, thereby avoiding the need to calculate the K-value by introducing the reaction terms. By denoting transport operators as \( T_g(c_j) = 0 \) and geochemical reaction modeling, as described in Section 2.3 by \( R(c) \), where \( c = \{ c_g, c_s, c_i \} \), we propose the SIA-based reactive transport Algorithm 2.

#### Algorithm 2: Picard's method for reactive transport.

1: \( \varepsilon_{rt} = 1 \times 10^{-3} \)
2: \( k_{rt}^{\text{max}} = 60 \)
3: \( k = -1 \)
4: while \[ (k \leq k_{rt}^{\text{max}}) \]
5: \( k \leftarrow k + 1 \)
6: \( T_g(c_{g}^{k+1}) = 0 \)
7: \( T_i(c_{i}^{k+1}) = 0 \)
8: \( c_{g}^{k} + c_{g}^{k+1} = R(c_{i}^{k}) \)
9: end while

Let us establish the specific aspects of Algorithm 2. The reaction term \( R_g \), which is devoted to replicating the dissolution and evaporation rates, is introduced in the gas transport operator at line 6. Omitting the porosity and external sources, it can be formulated for gas species \( i \) as

\[
\frac{\partial n_i^{g+1} - \partial n_i^{g}}{\Delta t} = - (\partial n_{i,g})_{b} + \frac{n_i^{g+1} - n_i^{g}}{\Delta t} + \sum_{m=1}^{k} \left( \frac{n_i^{g+1} - n_i^{g}}{\Delta t} \right)_{b},
\]

(23)

where \( n_{i,g} \) denotes the discretization and \( n_{i}^{g+1} \) and \( n_{i}^{g} \) reflect the dissolution and evaporation processes, respectively. The terms \( n_{i}^{g+1} \) and \( n_{i}^{g} \) are calculated at the previous iteration \( 2k \), whereas \( n_{i}^{g+1} \) corresponds to iteration \( 2k + 1 \). Considering the concentrations obtained in the previous iterations \( \{1, \ldots, 2k\} \), these parameters are defined as

\[
d_{1}^{g+1} = \sum_{m=1}^{k} \left( \frac{n_{i}^{g+1} - n_{i}^{g}}{\Delta t} \right)_{b},
\]

(25)

\[
e_{1}^{g+1} = \sum_{m=1}^{k} \left( \frac{n_{i}^{g+1} - n_{i}^{g}}{\Delta t} \right)_{b},
\]

(26)

where

\[
\Delta_{g}^{g+1} = c_{g}^{g+1} - c_{g}^{g+1} - c_{g}^{g+1},
\]

(27)

and \( \partial n_{i,g} \) is the indicator function of the set of strictly positive real numbers. Note that the dissolution and evaporation processes are differently modeled. The asymptotic treatment is applied to avoid negative concentrations when dissolution leads to the total component consumption. Eq. (23) is still linear and can be directly solved by a linear solver, such as GMRES with ILU(0). This new distribution of gas species \( i \) entails different mass transfer that is likely associated with the corresponding total liquid mobile concentration of primary species \( j \). Then, the liquid transport operator Eq. (7), line 7, is defined by

\[
\frac{\partial n_j^{l+1} - \partial n_j^{l}}{\Delta t} = - (\partial n_{j,l})_{b} + \frac{n_j^{l+1} - n_j^{l}}{\Delta t} + \sum_{m=1}^{k} \left( \frac{n_j^{l+1} - n_j^{l}}{\Delta t} \right)_{b} + R_{l,j}(c_{j}),
\]

(28)

\[
l_{j}^{l+1} = \sum_{m=1}^{k} \left( \frac{n_j^{l+1} - n_j^{l}}{\Delta t} \right)_{b},
\]

(29)

where \( R_{l,j} \) is the reaction term of the liquid-solid interaction whose detailed description and variable porosity management are described in Lagneau and van der Lee (2010b).
After the transport, the reactive module is used to find a new local equilibrium state in line 8. The nonlinear chemical system for basis species is solved at each cell by Newton’s method with the line-searching procedure. The Jacobian is then analytically evaluated. To improve the convergence, a new basis can be chosen independently in each cell; consequently, the set of primary equations also changes. Finally, the changes in the gas and solid concentrations are subjected to stop criterion verification in line 4 if the phase interactions (liquid–gas and liquid–solid) occur.

3.4. Coupling between compressible two-phase flow and reactive transport

3.4.1. Fully implicit scheme

To solve the phase flow formulation (5) rather than the compositional problem, other coupling approaches were also tested, including the following: Step 1. the phase conservation system to trace the first estimation of velocities and saturations; Step 2. the reactive transport coupling; and finally, Step 3. the phase flow problem, solving Newton’s method a second time, considering the phase transfer attributable to the geochemical reactions. This method exerted disadvantageous effects on the convergence and performance because of the delayed treatment of the fluid properties at Step 1. Thus, the gas properties must be implicitly estimated in the iterative loop of flow to guarantee the convergence and unconditional stability, particularly for dominant flow, when the mechanical displacement of the gas front occurs. Consequently, the flow system is fully implicit, and Algorithm 1 inherits its advantages, unlike the time-step restriction of the IMPES method. However, the latter diminishes numerical dispersion and reduces the number of nonlinear equations to be solved simultaneously.

3.4.2. Type of coupling

The sequential coupling of the flow in Algorithm 1 and reactive transport in Algorithm 2 modules has a specific limitation: the flow is supposed to be unreactive. The flow method was initially developed for modeling the gas appearance resulting from mechanical displacement, not the phase transition from the liquid to two-phase state. Nevertheless, within the reactive transport module, the evaporation, dissolution and other chemical processes change the mass of each phase. The impact of such modifications varies with the chemical system of each problem. We manage the changes arising from the RT in the flow block a posteriori by updating the fluid and rock properties and the explicit reaction terms \( R_q \), Eq. (22). This approach is valid if the chemical reaction rates (and their impact on \( R_q \)) and time steps remain small; otherwise, the severe changes in the fluid and rock properties hinder the convergence of Newton’s method because the initial guess is far from the solution. Because of the explicit treatment, the geochemical impact on the flow can be significantly underestimated. To overcome this problem and model the reaction-driven advection, the tight coupling, similar to the STOMP algorithm (White and Oostrom, 2006), should be applied for high change rates. This strategy allows updating of the velocities and fluid/rock properties implicitly through an iterative procedure involving the flow and SIA-based reactive transport. However, when the mechanical force is dominant, it is computationally efficient to use sequential coupling between the flow and the RT module.

Applying GIA avoids this issue by definition because the phase equilibria are generally calculated at each Newton iteration using the phase stability test (Michelsen, 1982) and thermodynamics flash (Firoozabadi, 1999). The compositional flow system consists of a larger set of nonlinear equations than that of the proposed method. Furthermore, for variable switching, the primary variables should be adapted to the local equilibrium state, which requires reconstructing the Jacobian matrix.

3.4.3. Numerical assessment

Solving the entire problem is divided into two stages: Algorithm 1, the compressible flow coupling of \( N_f \) nonlinear equations of flow and \( N_f \) linear equations of gas transport, followed by Algorithm 2, the reactive transport coupling of \( N_f + N_g \) linear transport equations and \( N_f + N_{reac} \) nonlinear equations from the chemical system. Let us estimate the computational impact of each part. Assuming a uniform time step for both flow and reactive transport, we denote the calculation time of the entire system \( t \), the flow coupling per iteration \( t_{fc} \), the flow operator \( t_f \), the gas transport \( t_g \) and for the reactive transport per iteration \( t_{rtc} \), then,

\[
t = N_{Nil} t_{fc} + N_{Pfc} t_{rtc} = N_{Nil} t_f + (t_g + N_{Pfc} t_{rtc}).
\]  (30)

where \( N_{Nil} \) is the number of Newton iterations and \( N_{Pfc} \) is the number of Picard iterations. Given that \( t_g \ll t_f \) and \( N_{Nil} = 10 \), \( t_{fc} \ll t_f \), we deduce that the calculation time per time step in this process can be expressed as follows

\[
N_{Nil} t_f < N_{Nil} t_f + N_{Pfc} t_{rtc} \leq 2N_{Nil} t_f.
\]  (31)

The lower bound corresponds to the problem with a low geochemical complexity (e.g., \( \text{CO}_2 \) and \( \text{H}_2\text{O} \)). Therefore, the calculation time \( t \) is primarily dependent on the flow operator part, and \( t_f \) is the controlling factor. This can be reduced using a linear solver and preconditioner (Jiang, 2007) and/or using the AMG for the flow system. The upper limit can be reached when the aggressive geochemistry is modeled with, for example, the (dis-)appearance of solids, gases, and the redox reactions; however, the calculation time \( t_f \) is still strongly dependent on \( t_f \). Thus, we conclude that when the components in the chemical system are more abundant, the proposed flow coupling is more advantageous compared with the methods based on the compositional flow formulation, considering that the larger time stepping in GIA can be compromised by the required reactive time step.

The inner couplings have their own tolerance, which represents another benefit of the OSA: \( \varepsilon_{gt} \) and \( \varepsilon_{gr} \) are \( 10^{-8} \), \( 10^{-6} \) for flow, \( \varepsilon_{gt} = 10^{-5} \) for reactive transport and \( 10^{-12} \) for chemistry; thus, the mass balance error is in the range \( 10^{-6} \), \( 10^{-5} \) according to the test cases used for different types of geochemical and hydrodynamic complexities.

4. Numerical simulations

The proposed method is first tested by modeling a problem with a self-similar solution. Next, we apply it to the simulation of \( \text{CO}_2 \) injection, allowing the capabilities of the simulator to represent the physical behavior and its computational efficiency to be investigated. Then, an example including mineral reactions is provided.

4.1. 1D axisymmetric problem: Radial flow from a \( \text{CO}_2 \) injection well

The axisymmetric problem of constant injection in a saturated, horizontal, and infinite reservoir allows the self-similar variable \( R^2/t \), which makes it an ideal approach for verifying the numerical code. In addition, the problem was studied in the workshop “Intercomparison of numerical simulation codes for geologic disposal of \( \text{CO}_2 \)” initiated by Lawrence Berkeley National Laboratory (Pruess et al., 2002), modeling a constant 100 kg/s \( \text{CO}_2 \) injection in a long aquifer 100,000 \( \times \) 100 m². We use the parameters presented in Pruess et al. (2002) and adapt some of them: because the pore compressibility is neglected, we intensify the intrinsic permeability, \( K = 2 \times 10^{-13} \) [m²]. Additionally, water is present in each grid cell. The fluid properties and solubility are also treated differently. In HYTEC, the gas and liquid densities are provided by Peng–Robinson models (Ahlers and Gmeiling, 2001; Jaubert and Mutelet, 2004; Robinson and Peng, 1978), and the viscosities are
predicted by Altunin (1975); Islam and Carlson (2012). The partial molar volume at infinite dilution in water is averaged over the relevant pressure range, and the aqueous activities and gaseous fugacities are simulated according to the b-dot and PR78 (Robinson and Peng, 1978) models, respectively. In Pruess et al. (2002), the TOUGH2-ECO2 module was used, which is described in Pruess and García (2002).

Despite the aforementioned deviation in parameters, the gas saturation front is similar in both cases, particularly over the first 1000 d, as shown in Fig. 1. The increased discrepancy in the saturation front position at 10,000 d arises from the water disappearance zone modeled in Pruess et al. (2002). Note that the saturation curves of HYTEC are almost perpendicular to the R-axis, unlike the slopes of TOUGH2-ECO2, which increase over time because of the truncation errors. The results of gas saturation, presented as a function of $R^2/t$, are illustrated in Fig. 2 and demonstrate the high accuracy of the numerical code. The results are similar to those obtained by GEM (Computer Modelling Group, 2009) over all modeled domain, Fig. 3(a). Moreover, the gas saturation curve of HYTEC agrees well with those modeled by STOMP, TOUGH2-ECO2 and two modified TOUGH2 except the dry-out zone appeared near the injection well $R^2/t < 5 \times 10^{-6}$ [m$^2$/s], Fig. 3(a). Results for CO$_2$(aq) mass-fraction and pressure show a high range of values, Figs. 3(b) and (c). HYTEC provides a lower pressure in a two-phase zone, $R^2/t < 10^{-2}$ [m$^2$/s], the pressure relaxation might be caused by the specific treatment of dissolution process in the HYTEC coupling, grid dimension or boundary conditions. The shape of pressure curves and transition zone are still close.

4.2. 2D problem: CO$_2$ injection in a fully water-saturated domain

The 2D problem of CO$_2$ injection in a fully water-saturated domain was proposed by Neumann et al. (2013). The CO$_2$ is injected at a constant rate of 0.04 kg m$^{-2}$ s$^{-1}$ through the left bottom boundary (whose length was not provided in Neumann et al. (2013)) of the 600 x 100 m$^2$ rectangular reservoir. In this work, the injection border is 10 m long, and thus, the debit is 0.4 kg/s. The Dirichlet boundary conditions are set at the right border of the reservoir: hydrostatic pressure and $S_g = 0$. By neglecting the dispersion and using the Millington-Quirk tortuosity model (Millington and Quirk, 1961), the effective diffusion in this problem takes the following form:

$$D_a^e = \phi^4/3_a d_{aq}. \quad (32)$$

The geometry and grid dimensions are taken from Neumann et al. (2013), whereas the models of fluid properties and solubility (Section 4.1) differ from those used in the reference.

The fluid dynamics is represented exactly as in Neumann et al. (2013): the CO$_2$ forms a bubble that grows and rises upward. Then, the current is distributed along the top of the aquifer as its area gradually expands, as shown in Fig. 4. The gas saturation is lower than the DUNE results presented in Neumann et al. (2013), whereas the mole fraction of CO$_2$X$_a$CO$_2$ is higher. This might be because of the uncertainty regarding the injection rate used in Neumann et al. (2013) and the different fluid properties and phase equilibria models.

The same grid dimension as in Neumann et al. (2013) is chosen for this simulation: 240 x 40 cells. The maximum number of Newton iterations is set to 9 in HYTEC for this problem. The tolerance of Newton’s method (Algorithm 1) is $\epsilon_{N}=10^{-7}$, and the gas quantity criterion Eq. (21) is $\epsilon_g=10^{-5}$. The mass conservation error is on the order of $10^{-6}$.

The initial time step is set to 156 s, which is also the minimum time step $\min(dt)$. The time stepping for HYTEC and DUNE is listed in Table 3. The HYTEC’s user-imposed maximum time step $\max(dt)$ is slightly higher (by 8%), and thus, the average $dt$ is larger and the HYTEC is executed faster (by at least 9%).
In Table 4, the HYTEC execution time includes the grid construction, initialization, output printing, solvers, and secondary property modules. During our simulation, the total number of time steps (successful and unsuccessful) was 39% less than that of DUNE, which can be explained by the slightly higher average time step and rate of Newton’s method convergence in HYTEC.

When applying our method, the unsuccessful steps occur immediately after the moment when the gas current reaches the right boundary. Thus, the CO₂(g)’s further propagation is restricted as the dissolved CO₂ is released. Hence, the boundary conditions are no longer adapted to the problem.

4.3. 2D Injection and impact on chemistry

An application is proposed to test the coupling with chemistry. The application builds on the previous 1D radial and 2D injection problems. The gas injection of CO₂ and H₂S takes place in an initially fully saturated reservoir at 3.1 km depth. The reactivity of the host-rock is now taken into account. A homogeneous carbonated reservoir is simulated: Table 5. All reactions are considered at equilibrium, using the LLNL database (Wolery and Sutton, 2013). Ion and water activity were corrected by the b-dot and Helgeson formalisms (Helgeson, 1969). The Henry’s constants are pressure- and temperature-dependent, the gas-liquid equilibria modeling is described in Section 2.3.2. Sulfur oxidation and sulfate reduction are disabled in this context: the intermediate temperature (80°C) and the relatively short time frame (30 y) do not enable active thermal nor bacterial sulfate reduction (Riciputi et al., 1996; Worden et al., 1996).

The gas injection of 75 mol% of CO₂(g) and 25 mol% of H₂S(g) is modeled at a constant rate of 40 kg/s. The diffusion coefficients
Fig. 4. 2D problem of CO₂ injection in a fully water-saturated domain: gas saturation from [0, max(S_g)] and contours of CO₂ mole fraction x_l,CO₂ at 0.005, 0.011, and 0.016.

Table 4

<table>
<thead>
<tr>
<th></th>
<th>Tot. of time steps</th>
<th>Mean(Ni)</th>
<th>Tot. of Ni</th>
<th>Tot. exec. time, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>DUNE</td>
<td>2,249</td>
<td>3.9</td>
<td></td>
<td>13,975</td>
</tr>
<tr>
<td>HYTEC</td>
<td>1,380</td>
<td>5.2</td>
<td>7,183</td>
<td>12,708</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th></th>
<th>Porosity</th>
<th>Permeability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10⁻¹⁵ m²</td>
</tr>
<tr>
<td></td>
<td></td>
<td>g/L water</td>
</tr>
<tr>
<td>Calcite</td>
<td>15,170</td>
<td>1,821</td>
</tr>
<tr>
<td>Dolomite</td>
<td>3,005</td>
<td>361</td>
</tr>
<tr>
<td>Anhydrite</td>
<td>1,029</td>
<td>124</td>
</tr>
<tr>
<td>NaCl</td>
<td>150</td>
<td></td>
</tr>
</tbody>
</table>

The evolution of gas saturation has already been seen, its shape and displacement are similar to that of 2D problem, Section 4.2. Fig. 5 presents the gas saturation map for the aquifer domain 100 × 3,000 m at 30 y, the X-axis is scaled 5:1. However, the gas density distribution in Fig. 6 reveals not only pressure effect but also a heterogeneous behavior at the front of gas current. That physical phenomena, so-called chromatographic partitioning or separation, was experimentally observed in Bachu and Bennion (2009). Fig. 7 illustrates a gas composition at different height of the aquifer. Because CO₂ is less soluble than H₂S and gas current moves forward extending its tongue, accumulation of CO₂ appears ahead, particularly at the top of the aquifer, Fig. 7(a). Slight peaks of CO₂(aq) similar to those of CO₂ in gas
also develop at the front of gas-liquid contact. Figs. 8 and 9 show the concentration map of CO$_2$(aq) and H$_2$S(aq) at 30 y, respectively. The mineralogical evolution is limited. The acid gas injection causes a drop in pH. The carbonate minerals react as pH buffers, and the pH stabilizes from initial 8 to 4.7 within gas dissolution area, Fig. 10. The mineral dissolution is small due to the buffering: calcite dissolution attains only 0.02%, Fig. 11(a); dolomite dissolution is even less and limited to 0.005%, Fig. 11(b). Indeed, without input of fresh water, the solution reaches an equilibrium with the dissolved calcium, magnesium and carbonate, and prevent further
mineral dissolution. This effect was documented from a chemical-only point of view by Sterpenich et al. (2009).

Finally, without redox reactions between sulfur and sulfate, anhydrite reactivity is limited to small amounts of precipitation (0.1%, Fig. 11(c)), when excess dissolved calcium from the carbonate dissolution reacts with dissolved sulfate.

5. Conclusion

A new solution method for compressible multiphase flow that can be integrated as a module in the OSA- or GIA-based reactive transport frameworks based on the operator splitting or global implicit approach was proposed. The flow method consists of the
phase conservation formulation, the gas transport and the equations of state. This versatile structure allows the constant number of nonlinear equations of the flow problem to be conserved, independent of the geothermal system. Then, in chemistry, the basis components can change during a time step and enhance the convergence. This characteristic makes this method advantageous for modeling multicomponent problems. Furthermore, the entire flow coupling preserves the fully implicit advantages of the multiphase flow discretization.

The present method was implemented in the SIA-based reactive transport simulator HYTEC. The numerical code was verified against a problem accepting a self-similar solution which was documented in an international benchmarking exercise; its computational efficiency was confirmed by simulating CO2 injection and compared with that of DUNE. The ability to model multiphase multicomponent reactive flow was also demonstrated. Having provided the evidence of the method’s capabilities, we note that it needs further validation and verification such as benchmarking of multiphase flow and reactive transport codes to evaluate the impact of coupling approach on modeling physical processes.

Let us discuss the hypotheses assumed in this work. First, the flow problem of water disappearance can be addressed by using alternative formulations of primary variables (e.g., gas pressure/liquid pressure). A rigorous generalization of variable switching is thus possible.

The next issue is the modeling of strongly reactive problems with high geothermal impacts on flow. In this case, the proposed sequential non-iterative coupling between the flow block and the reactive transport block might be insufficient. The method should be analyzed using such cases to evaluate the relevance and efficiency of an iterative approach. Numerical criteria for the possible switching strategy are anticipated. The method’s flexibility also allows for its extension to non-isothermal flow. When solving the energy equation, several numerical schemes and coupling algorithms are available. If an explicit discretization is applied for one of the coupling steps, then stability conditions are required.
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