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Abstract. In order to facilitate comprehensive economic modeling of CSP/STE power plants realistic long-term meteorological datasets with temporal resolution down to 1 minute is a main premise. Currently available standard datasets do not fulfill this premise. The datasets also need to combine the high quality of well-maintained ground-based irradiance measurements and the global coverage of satellite-derived data. Even with the best available data it is necessary to account for the uncertainty in this and the sampling uncertainty from finite time-series to enable the optimal statistical characterization. It is a general challenge that satellite-derived data lack the required temporal resolution, and also often does not cover periods with major volcanic eruptions. Here we see prospects in synthetically generated realistic datasets, although research and development work is required on how to optimally produce and quality assure these.

INTRODUCTION

To build a solar thermal electric (STE) power plant an investment of the order of hundreds of millions euro is needed. An investment of that size requires bank support. The banks need to have an idea of the plant production for several years into the future. A main variable here is the future variability of the meteorological conditions, where direct normal irradiance (DNI) is the primary variable of importance for concentrating solar power (CSP). This enables estimations of the project profitability (the financial gain to be expected) and the pay-back period (the time required to recover an investment) [1]. The data for financing purposes should represent as well as possible the local conditions to be expected at the plant site at least over the tenure of the loan, which typically is in the order of 15 years. Some investors interested in the ‘golden end’ of a power project might also consider up to 20-25 years. Thus, in case of CSP/STE projects: 1) The long term average of solar resources should well represent the average; 2) The interannual variability of the DNI should be represented; 3) The short-term variability of DNI, which also plays a major role on yields of CSP/STE-plants [2], should include realistic data sequences and interdependencies between the meteorological variables.

Yearly datasets of hourly solar data [3], meteorological reference years [4,5,6], typical meteorological years (TMYs) [7,8,9], all consist of 12 typical months based on a long-term (at least 10 years) meteorological data set.
These datasets have been a main data source for simulations for decades. They are, however, not optimized with respect to the DNI solar resource and they lack untypical months.

The yearly datasets also do not represent the interannual variability. To accommodate this lack, they can be supplemented with yearly probabilities of exceedance (PoE) values that estimate the solar resource in bad years. The PoE is the probability that a given level of yearly power generation will be exceeded. Thus P90 is the yearly production level of a system that is expected to be exceeded in 90% of all years and P99 is the yearly production expected to be exceeded in 99% of all years [10,11]. Consensus is needed on how to derive these PoE values. Here we show and discuss examples of the challenges in deriving them.

The temporal resolution in the yearly datasets is mostly 1 hour. One exception is the Design Reference Year (DRY) developed in the IEA SHC Task 9, in which DNI data with 5 minute resolution is recommended [6]. Since the short-term variability of DNI plays a major role for CSP/STE plant energy yields, optimal meteorological datasets should be developed that include 1 minute resolution DNI data. The difference between hourly and 1 minute resolution DNI data on two days with variable cloud cover is illustrated in Fig. 1.

![FIGURE 1: Comparison of two days of DNI data on an hourly and a 1 minute scale. These measurements are from the Baseline Surface Radiation Network (BSRN) station in Carpentras, France. They have been measured with a Kipp & Zonen CH1 Pyrheliometer at a 1 second sampling rate averaged to 1 minute and 1 hour data [12].](image)

In recent years, the growing number of STE projects has pushed researchers to look for solutions to specific needs of this technology. To generate TMY or reference yearly data sets several meteorological variables are weighted and compared on a monthly basis to their long term average distributions. 12 specific months are then chosen based on the fit of the weighted variables (e.g. [7,8]). Since DNI is the single most important variable for CSP/STE yield, new yearly datasets with 12 specific months chosen only from the fit of DNI have been developed [13,14]. In the ENDORSE TMY generation service [15], the maximum wind gust threshold can also be taken into account. The mirrors in a CSP/STE plant need to be placed in safe mode during strong wind gusts.

Another important development in recent years is the production of gridded data sets (e.g. [13,14]). In these satellite-derived irradiances are combined with ground-based measurements to obtain global coverage that includes locations for which long-term ground-based datasets are not available. The satellite-derived irradiances need to be adapted to quality controlled ground-based measurements during at least one year and preferably two years. This process is referred to as site-adaptation [16,17] and has recently been reviewed by Polo et al. [18].

The upcoming IEC/TC117 standard for STE plants will include a technical specification (TS 62862-1-2) on yearly data set generation for STE simulations. This specification is based on several years of research, but does not include currently discussed issues such as statistical distributions, uncertainty and variability. This is because industrial standards are based on consensus and include only agreed minimum requirements.
In Fig. 2 the timeline of making such an industrial standard is illustrated. This illustrates why supplementary guidelines are needed that also include current state-of-the-art methods. The relation of the new guidelines to the current standards will be presented. For financing CSP/STE plants yearly datasets generated according to TS 62862-1-2 can be used as a base case. For detailed feasibility studies and profitability assessments additional characterizations of long-term variability and uncertainty are needed. The BeyondTMY project is aimed at making ambitious recommendations in this regard from the research and development forefront.

BeyondTMY is a SolarPACES project that was started in 2015. In the project, methods for creating meteorological data sets for CSP/STE performance simulations have been reviewed, and an updated roadmap for research, development and deployment is being developed. A comprehensive report is being made in 2016. The full report will be available at the SolarPACES 2016 conference. This paper includes excerpts and our main findings from this report. We briefly describe the main data sources, the uncertainty of these, sources of DNI variability that are challenging to account for, statistical characterization of long-term datasets and our outlook for the opportunities and requirements for synthetically generated datasets.

**DATA SOURCES**

**Ground-Based Data**

The most accurate DNI measurements are made with absolute cavity radiometers (ACR). The ACR DNI measurements are used as reference values because electrical current can be measured to a much higher degree of accuracy than measurements of the thermal energy that other instruments measure. The internationally recognized standard for DNI is the World Radiometric Reference (WRR) developed and maintained by the World Radiation Center [19]. Periodically, other ACRs are calibrated against this standard and they achieve accuracies, at the 95% level of confidence, in the range of ±0.36% to 0.40% [20]. These calibrated ACRs and then used to calibrate other DNI measuring instruments. All certifiable calibrations of DNI measuring instruments can trace their calibrations to the WRR.

ACR’s are very expensive and are not intended for field operation. There are four ways to obtain DNI values from ground-based measurements in the field: 1) Field Pyrheliometers, 2) Rotating Shadowband Irradiometers, 3) Pyranometers with a shadow masks, 4) Calculations using Global Horizontal Irradiance (GHI) and Diffuse Horizontal Irradiance (DfHI). In most cases there are many varieties of each type of DNI instrument.

Most field pyrheliometers consist of thermopiles-based detectors at the end of a collimation tube that has a window covering the aperture. The aperture and the collimation tube provide an opening with a full angle of view between 5.0° and 5.7°, where newer models of pyrheliometers have 5.0° full angle field of view. Note that concentrating solar technologies may not utilize this exact 5.0° field of view but may utilize a narrower or broader field of view.

Other ground-based data used in meteorological datasets include: GHI measured with pyranometers, temperature and relative humidity measured in 2 meters height. Wind and wind direction measured in 10 meters height. The measurement heights are standards of the World Meteorological Organization (WMO) [21].
Satellite-Derived Data

There are a variety of ways to obtain estimates of surface solar irradiance values from satellites observations and other meteorological measurements. The basis for any modeling of solar irradiance data is the ability to accurately estimate the irradiance during cloudless periods. There are three basic ways to estimate surface irradiance from satellite images. The first is to use radiative transfer models and cloud cover information that is part of the reanalysis methodology used for climate studies. These are called physical models and this method has been used for the NASA/SSE irradiance database [22]. The empirical approach is based on statistical and correlation methods to model the irradiance from satellite images using ground-based measurements to determine the parameters and validate the model. Currently the best models use a combination of both approaches to take advantage of the physical information being gathered from satellites [18].

The 2015 IEA SHC Task 36 & 46 best practices report [22] provides a comprehensive overview of both satellite-derived and ground-based irradiance data sources.

IRRADIANCE UNCERTAINTY

All data, whether measured or modelled, is uncertain. The uncertainty is important to quantify and account for in both simulations and statistical analyses. Uncertainty should not be confused with the actual variability of the data.

To standardize the discussion of uncertainties and to set standards that provide guidelines for determining uncertainty and characterizing uncertainties, the Guide to Expressing Uncertainties in Measurements (GUM) was created [23]. This document explains in detail the GUM terminology and explains how to perform uncertainty analysis using the GUM procedures. The GUM model starts by defining the “measurand”, the quality that is being measured. The resulting measurement is an approximation or estimate of the measurand and a full description of the measurement includes the uncertainty of the measurement. In addition, other environment quantities that affect the measurement should be included. For example, the WRR calibrations are measurements of DNI made when DNI values >700 W/m² under clear sky, stable weather conditions.

Traditionally, errors are viewed as having two components, a random and a systematic component. Random errors arrive from unpredictable or stochastic temporal and spatial variations of quantities that influence the measurements. Random errors can usually be reduced by increasing the number of measurements. The experimental standard deviation is a measure of the uncertainty of the mean resulting from random effects. Systematic errors arise from a recognized effect that influences the measurements. Error has the connotation of mistake or fault while uncertainty has the connotation of ambiguity. Error and uncertainty have often been used interchangeably, but under the GUM methodology uncertainty more precisely describes the situation. The systematic effect can be quantified and if it is significant in size, an adjustment factor, also called correction factor in the literature, can be devised and applied to compensate for the effect. The uncertainty in the adjustment factor is a measure of incomplete knowledge of the value required for the adjustment. Therefore one has uncertainties in the measurements, possible adjustments made to account for some systematic effects plus the uncertainties associated with the modeled adjustments. The terms error and uncertainty should be used precisely and care should be taken to distinguish them.

The following is a sampling of possible sources of uncertainty in measurements from the GUM document.

a) Incomplete definition of the measurand;
b) Imperfect realization of the definition of the measurand;
c) Nonrepresentative sampling — the sample measured may not represent the defined measurand;
d) Inadequate knowledge of the effects of environmental conditions on the measurement or imperfect;
e) Measurement of environmental conditions;
f) Personal bias in reading analogue instruments;
g) Finite instrument resolution or discrimination threshold;
h) Inexact values of measurement standards and reference materials;
i) Inexact values of constants and other parameters obtained from external sources and used in the data-reduction algorithm;
j) Approximations and assumptions incorporated in the measurement method and procedure;
k) Variations in repeated observations of the measurand under apparently identical conditions.
The GUM methodology breaks the uncertainties into two types: A and B. Both types are quantified by variances and/or standard deviations. The Type A evaluation is calculated from series of repeated observations. For the Type B evaluations, the variance is evaluated using available knowledge, for example the characteristics of the measuring device. In the Tables 1-3 overviews of the sources of uncertainty for pyrheliometers, rotating shadowband radiometers, and pyranometers with shadow masks are given, respectively.

**TABLE 1.** Sources of Uncertainty for Pyrheliometers.

<table>
<thead>
<tr>
<th>Source</th>
<th>Origin of Uncertainty</th>
<th>Type of Uncertainty</th>
<th>Corrections Exist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light source</td>
<td>Uncertainty in reference measurements</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td>Instrument</td>
<td>Calibration</td>
<td>Type A and B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Non-linearity of response</td>
<td>Type A and B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Time of day</td>
<td>Type A</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Detector stability</td>
<td>Type A</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Temperature effects</td>
<td>Type A or B</td>
<td>Exists for some instruments</td>
</tr>
<tr>
<td>Maintenance</td>
<td>Soiling</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Moisture on window</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td>Tracker</td>
<td>Alignment</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td>Measurement</td>
<td>Data logger</td>
<td>Type B</td>
<td>No</td>
</tr>
</tbody>
</table>

**TABLE 2.** Sources of Uncertainty for Rotating Shadowband Radiometers.

<table>
<thead>
<tr>
<th>Source</th>
<th>Origin of Uncertainty</th>
<th>Type of Uncertainty</th>
<th>Corrections Exist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light source</td>
<td>Uncertainty in reference measurements</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td>Instrument</td>
<td>Spectral sensitivity</td>
<td>Type A and B</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Calibration</td>
<td>Type A and B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Deviation from true cosine response</td>
<td>Type A</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Temperature effects</td>
<td>Type A or B</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Detector stability</td>
<td>Type A</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Non-linearity in response</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td>Maintenance</td>
<td>Soiling</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Moisture on diffuser</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Leveling</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td>Measurement</td>
<td>Data loggers</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td>Source</td>
<td>Origin of Uncertainty</td>
<td>Type of Uncertainty</td>
<td>Corrections Exist</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------------------------------------</td>
<td>---------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Light source</td>
<td>Uncertainty in reference measurements</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td>Instrument</td>
<td>Spectral sensitivity</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Calibration</td>
<td>Type A and B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Deviation from true cosine response</td>
<td>Type A</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Temperature effects</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Inter-thermopile variability</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Detector stability</td>
<td>Type B</td>
<td>Yes</td>
</tr>
<tr>
<td>Maintenance</td>
<td>Soiling</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Moisture on dome</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Leveling</td>
<td>Type B</td>
<td>No</td>
</tr>
<tr>
<td>Measurement</td>
<td>Data loggers</td>
<td>Type B</td>
<td>No</td>
</tr>
</tbody>
</table>

Further details of uncertainty characterization and discussion of the uncertainties of satellite-derived irradiances are given in the BeyondTMY report.

**IRRADIANCE VARIABILITY**

To be able to correctly describe the variability of DNI it is important to understand the root causes of this. Both natural and anthropogenic causes affect this variability. Several of these causes of variability are only well represented in long-term meteorological datasets. A good example is the recent 2014-2016 El-Niño in the Pacific. An El-Niño event of similar strength last occurred in 1997-1998. The variability of this is quantified with the Multivariate El-Niño Southern Oscillation (ENSO) index (MEI) [24] or the ENSO 3.4 index that is based on Pacific sea surface temperatures and is available from the National Oceanic and Atmospheric Administration (NOAA) [25]. The ENSO is a chaotic variation that affects the cloud conditions in and around the Pacific Ocean, and in lower latitude regions around the world. For variations in the North Atlantic region the North Atlantic Oscillation (NAO) index can be used to quantify large scale variability in the tracks of extratropical cyclones over time scales of weeks and months. The cyclone tracks affect cloud occurrence and thereby the regional solar resource [26,27].

The variability of global scale volcanic eruptions poses an even greater challenge to represent due to the low frequency of these. Data affected by large volcanic eruptions should as the Pinatubo 1991 eruption are omitted from TMYs and other yearly datasets. Likewise, P90 and similar probability of exceedance values often are estimated with a disclaimer that major volcanic eruptions are not considered. With the latest paleoclimatic data [28], assessments of the major volcanic eruption variability can be made. Sulphate aerosol deposits in Antarctic and Greenlandic ice cores can be related to the volcanic sulphate aerosols that are ejected into the stratosphere. These aerosols in the stratosphere have an e-folding decay time of about 1 year [29] and thus affect the solar resource significantly. Judging from the analysis of 2500 years of paleoclimatic data [28] the likelihood of a volcanic eruption ejecting more than 0.1 aerosol optical depth (AOD) sulphate aerosols into the stratosphere within a 10-year period is 43%.
Correspondingly, the likelihoods are 22%, 7% and 1.6% for AOD larger than 0.2, 0.5 and 1.0, respectively. To put this into context, the Pinatubo 1991 eruption is estimated to have caused a maximum stratospheric AOD of almost 0.2. These estimates rely on studies of the most recent major volcanic eruptions. Since some of the past ice core sulphate deposits are biased positively by proximal high latitude volcanos, the AOD estimates are likely to be over-estimated. Work is ongoing with better isotope analysis of volcanic ice deposits that promises to enable recognition of individual volcano sources and the possibility of distinguishing tropospheric and stratospheric sulphate [30]. Thus, improved volcano risk assessments are likely to become available in the coming years.

Since the DNI resource is strongly affected by aerosols, scenarios of future trends of anthropogenic aerosol emissions are worth considering.

STATISTICAL CHARACTERIZATION OF LONG-TERM DATASETS

The long-term inter-annual DNI variability can be characterized with yearly probability of exceedance values. For example, the P90 value corresponds to the yearly DNI value that will be exceeded at least 90% of the years, during the lifetime of the project. It corresponds to complementary of the percentile: the P90 value of the yearly DNI corresponds to its 10th percentile. More generally Pxx can be used, where xx can be for instance 75% or 95%. The Pxx values depend on the statistical characterization of the yearly variability and whether the yearly data are independent and identically distributed (IID). Different Pxx values will be obtained depending on this characterization.

For illustration purpose, we have selected a very long-term (36 years; 1978-2013) and high quality in-situ measurements of DNI from the pyranometric station in Eugene, Oregon. This station belongs to the radiometric network UO SRML (University of Oregon Solar Radiation Monitoring Laboratory).

In Fig. 3 results are shown for the PoE values P50, P75, P90 and P99 when three different statistical distributions are assumed: The Normal (or Gaussian), the Weibull, and the Gumbel distributions. Here it can be seen that the P99 estimates are more affected by which distribution is assumed than the lower PoE values.

The corresponding P90 of the yearly direct normal irradiation for the empirical data distribution is 1238 kWh/m², which is within the 95% confidence intervals of all P90 values for the three statistical distributions but clearly larger than these. The short-coming of deriving PoE values from empirical data distributions is that these are strongly limited by the data available as noticed by Fernández Peruchena et al. [31]. The estimated statistical distributions are also limited by the available data, and by their representativeness of the actual variability. Monte Carlo simulations...
can be used to quantify the sampling uncertainty for given statistical distributions. In Fig. 4 results are shown based on 3000 Monte Carlo runs consisting of three sets of 1000 random years generated from the Normal, Weibull and Gumbell distributions, respectively.

![FIGURE 4](image_url)

**FIGURE 4:** Median errors (P50) and confidence intervals (CI) for different levels (75%, 90% and 95%) of the estimation of P90 with six tested methods: NORMFIT is the normal distribution, WBLFIT is the Weibull distribution, GBLFIT is the Gumbell distribution, ECDF is the empirical distribution, KDE is the kernel density estimation and CLT is the central limit theorem.

This illustrates how the uncertainty of the estimated P90 values depends on the length of the time series available. Nevertheless, it is important to note that this uncertainty is only “theoretical”. Firstly, the measurement uncertainty in the yearly DNI values should be accounted for, as this also affects the P90 estimations [32]. Secondly, this Monte-Carlo methodology is based on the very important assumption that the yearly DNI is an independent identically distributed process. In the example of the yearly DNI dataset from Eugene, Oregon, this assumption is clearly questionable, and we can suspect that it is not an exception as opposed to the rule. Using statistical tools based on assumptions that are not clearly verified for their applications could be risky. There is a need of advanced statistical methodology to be able to detect and to handle non-identically distributed and/or non-independent process.

As a perspective, one can consider Monte-Carlo Markov Chain and fractional Gaussian noise random generators to be able to account for observed long-range correlation in time series [33,34,35]. These techniques of “realistic” or plausible time series generation meant to reproduce observed inter-annual correlation, trends, long-range memory (Hurst exponent) may be efficient to generate large numbers of representative synthetic very long term historical DNI dataset to be used to assess the PoE values and their related uncertainties.
OUTLOOK: CONSTRUCTION OF REALISTIC STOCHASTIC DATASETS FOR ECONOMIC ANALYSIS

We believe that stochastic economic analysis of CSP/STE plant projects makes it possible to incorporate both the uncertainty and variability associated with the input values into the analysis to the model. Modelling of the variability of the electricity generation of a CSP/STE plant associated with the variability of the solar resource and the rest of meteorological variables on the site is critical. Given this and good estimates of other uncertainties, stochastic economic analysis of CSP/STE plant projects is made possible.

FIGURE 5: Stochastic economic feasibility analysis flowchart.

In Fig. 5 a flowchart of the financial modeling is shown that includes uncertainties and variability in all input data. These mostly contribute to the annual electricity generation via the variability in the solar resource data. Realistic data in the sense that they reproduce the natural variability both on the 1 minute time scale and on the 100 year time scales – to include effects such as major volcanic eruptions – are needed. Since high quality measurements at these extremes of the time spectrum are not available, realistic synthetically generated data should be a main focus for future investigations.
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