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Xwégnon Ghislain Agoua, Robin Girard and George Kariniotakis, Senior Member, IEEE

Abstract—In recent years, the penetration of photovoltaic (PV) generation in the energy mix of several countries has significantly increased thanks to policies favoring development of renewables and also to the significant cost reduction of this specific technology. The PV power production process is characterized by significant variability, as it depends on meteorological conditions, which brings new challenges to power system operators. To address these challenges it is important to be able to observe and anticipate production levels. Accurate forecasting of the power output of PV plants is recognized today as a prerequisite for large-scale PV penetration on the grid. In this paper, we propose a statistical method to address the problem of stationarity of PV output in the very short term (0-6 hours). The proposed model uses distributed power plants as sensors and exploits their spatio-temporal dependencies to improve forecasts. The computational requirements of the method are low, making it appropriate for large-scale application and easy to use when on-line updating of the production data is possible. The improvement of the normalized root mean square error (nRMSE) can reach 20% or more in comparison with state-of-the-art forecasting techniques.

I. INTRODUCTION

GROWING global energy demand and increased awareness of the consequences of climate change have put renewable energy in the spotlight. Renewable energy generation, and particularly photovoltaic (PV) energy, is continuously increasing in several countries, especially in Europe. The power output of a PV plant depends on meteorological conditions. In regions subject to active weather changes, it is characterized by high variability and low short-term predictability. These characteristics challenge power system operators, since they introduce uncertainties into the various functions of power system management, especially for large-scale PV integration.

The PV production expected in the next few minutes, hours or days needs to be accurately forecasted in order to efficiently perform functions like scheduling power systems, minimizing reserve costs [1], trading PV production in electricity markets and coordinating PV plants with storage, and in general to contribute to increasing the competitiveness of renewable energy technologies [2]. In the context of smart grids, PV forecasts are necessary to manage distribution networks, microgrids or smart homes, where other options like active demand, storage, electric vehicles etc., coexist with PV generation [1], [3].

The literature proposes several methods to forecast PV production [4]. These methods can be classified according to their specific forecast horizon [5]. The final choice of forecasting technique is related to this horizon and the available data. The most common statistical methods are regression methods like linear regression, regression trees, boosting, bagging, random forests, Support Vector Machines [6]–[9], and semi-parametric models. These techniques investigate the correlation between the historical production and the related meteorological measurements [10]. The Box and Jenkins time series treatment methods (ARIMA, ARMA, SARIMA, . . .) are also widely used in PV power forecasting. The question of the series stationarity is treated by pre-processing steps using either clear sky modeling, [11]–[13] or certain normalization techniques employing Top of Atmosphere (TOA) or Global Horizontal Irradiance (GHI). In [14], [15], regression-based methods are also used. Data mining techniques are employed to cluster past events into historical data on production and/or meteorological variables. This same idea of similarity is used to forecast production when PV panels are covered by snow [16].

Neural networks have been used to forecast PV production with different types of activation functions [17]. They are often compared or coupled with physical models [18], [19]. They can also be used as a second step in a two-step modeling chain, where the first step is to predict meteorological variables using Numerical Weather Predictions (NWP) [20], [21].

Recent years have seen increasing interest in techniques that can take into account not only historical data about the site that is the object of forecasting, but also other spatially distributed data. These methods, initially proposed for wind power forecasting, are developed for different applications, like identifying regions with high energy production potential [22], [23], studying the spatial propagation of forecasting errors [24], [25], and even "geographically intelligent" prediction [26]–[28].

Most references refer to spatio-temporal solar irradiation forecasts. Spatial information from sky cameras or satellite images is used and described in 2D or even 3D with cloud motion vectors. Cloud movement predictions lead to solar radiation forecasts for very short-term horizons (a few minutes up to 2-4 hours ahead) [29]–[31]. NWP models and cloud motion vectors can also be combined for short-term forecasts (a few hours up to 2 or 3 days ahead) [32]. Solar radiation can also be forecasted with auto-regressive models in time and
space or kriging [33]–[36]. These methods employed in solar radiation forecasts can be costly due to the complexity of the required measuring infrastructure and data, and the modeling chain that has to be developed.

In this paper we propose a forecasting methodology that exploits the spatial and temporal correlations in existing data from geographically dispersed PV installations to predict the power output of a specific plant. Short-term forecast horizons of a few minutes up to 6 hours are considered. The models investigated here directly use geographically dispersed power plants as a network of sensors. This differentiates the approach from methods that use off-site data from meteorological stations and ground-based irradiance sensors as in [37]. The proposed model does not consider input from a NWP model, and forecasts are made based on the production data and not global irradiance data as is the case in [38], [39].

In a preceding conference paper [40], the authors have proposed a spatio-temporal methodology. In this paper that methodology is significantly improved on several points. The first improvement consists in proposing a new stationarization process, that unlike [41], does not involve modeling for the clear sky generation. The proposed approach aims to overcome weaknesses of the clear sky based normalization especially for early and late hours of the day when solar irradiation is low. The second improvement proposed here permits to take into account the local meteorological conditions in the spatio-temporal model. This is done by defining model coefficients dependent on the weather variables in the estimation process.

The third improvement is to propose a model that integrates an automatic selection of the appropriate input variables. This is particularly adapted to highly dimensional problems, as can be the case for spatio-temporal PV forecasting. Finally, the spatial density of the considered PV plants in real-world cases can be variable, and for this reason we illustrate the usefulness of the proposed methodology with two test cases featuring a low and high number of PV plants. The dimensionality problem and the importance of the proposed variable selection process are highlighted through the test case with high number of PV installations (185 PV plants). The benefits in terms of performance of all the above contributions with respect to [40] are presented in section IV-C.

The paper is structured as follows: the potential of making use of spatio-temporal information is investigated in section II with a focus on the proposed stationarization procedure, the data and the evaluation criteria. The proposed spatio-temporal models are presented in section III. The results are presented and discussed in section IV. Finally, the conclusions of the study are discussed in section V.

II. ANALYSIS OF THE INTEREST OF SPATIO-TEMPORAL MODELING

The aim in this section is to demonstrate the interest of using spatio-temporal information for PV forecasting purposes. This is done through an analysis of the correlations between data from PV plants. However, given that these data are dominated by the daily sun cycle, which biases correlation analysis, it is necessary to subtract the periodic components in the series through appropriate stationarization. To achieve this, we propose a new method to stationarize PV production series that is not only useful for analyzing correlations but also for building the forecasting models themselves. Initially, two test cases are introduced that provide real world data, used in this section to assess the proposed stationarization process, and in later sections to evaluate the proposed forecasting models.

A. Test Cases

Two data sets are considered in this paper corresponding to relatively different climatic conditions and different spatial densities of installed PV plants as well as the distances between them. The first data set labeled $d_1$, consists of time series of the measured PV generation of a set of 9 power plants located in the south of France. The power plants are labeled P1-P9 with peak power ranging from 45 kWc to 5 MWc. The distance between the power plants ranges from 5 km to 465 km. The measurements cover a period of 20 months starting from July 2013 with a resolution of 6 min to 15 min depending on the PV plant. The data quality has been checked to remove inconsistencies and then interpolated to produce series with a 15 min temporal resolution that are used hereafter.

The second data set labeled $d_2$ is a good illustration of a case featuring a high number of power plants and significant geographic density. It comprises the output of 905 PV power inverters in the mid-west region of France with peak power ranging from 3.2 kWc to 58 kWc. This amount of inverters corresponds to 185 different PV power plants (set of inverters at the same location). The distance between them varies from 1 km to 230 km. The data relate to the period from November 2014 to March 2016. The original time resolution of the data is 5 min, which was averaged to produce series with a 15 min temporal resolution as with the previous test case. The locations of the power plants in the test case $d_2$ are represented in Figure 1.

B. The Stationarization Procedure

Most of the time series analysis methods require stationary series. The photovoltaic production series are not stationary because the average production depends on the time of day, while the variability, as expressed by the variance of the
production, depends on the level of production and indirectly on the time of day. A simple differentiation of the series is not efficient in producing stationary time series because the non-stationarity in the variance remains.

Here we propose a procedure to stationarize a PV production series. The aim is to decompose the production series using a deterministic component that describes the movement of the sun. It is inspired from the clear sky index for solar radiation [42]–[44].

The clear sky index for solar radiation represents the way that the atmosphere attenuates light on an hour-to-hour or day-to-day basis as a function of the movement of the earth around sun. It is defined as the quotient of radiation actually measured by the radiation simulated with a clear sky model.

This index makes it possible to remove the diurnal and seasonal pattern from irradiation data, which is expected to improve the performance of the statistical techniques applied thereafter. Here, we define it as the ratio between irradiation measurements and an advanced clear sky estimate at time \( t \):

\[
k_{t}^{irr} = \frac{I_{t}^{meas}}{I_{t}^{sim}}.
\]

In a similar way, we define a clear sky index for photovoltaic power \( k_{t}^{pv} \) as

\[
k_{t}^{pv} = \frac{P_{t}^{meas}}{P_{t}^{sim}} \tag{1}
\]

where \( P_{t}^{meas} \) is the PV production measured at time \( t \), \( P_{t}^{sim} \) is the simulated production output for time \( t \). \( P_{t}^{sim} \) is constructed as the product of the PV overall system efficiency parameter \( \eta \) and the simulated irradiation \( I_{t}^{sim} \) at either the Top of Atmosphere (ToA) level or under clear sky conditions as proposed by the European Solar Radiation Atlas (ESRA) model [43]. The parameter \( \eta \) embedded the efficiency of the generator and the active surface.

Although intuitively, the index \( k_{t}^{pv} \) would be expected to be adequate for de-trending, in practice appropriate stationarity tests on the resulting series (i.e., unit roots tests) indicate that the results are not satisfactory. For this reason we propose a new relation between the actual production and \( P_{t}^{sim} \) using a function \( f \) that would explain more accurately the link between the two productions. This function would also help to reduce the non-stationarity when defining the new working series \( u_{t} \) for the hours at which \( P_{t}^{sim} \) is not zero as

\[
u_{t} = P_{t}/f(P_{t}^{sim}). \tag{2}
\]

The irradiation considered for defining \( P_{t}^{sim} \) is the simulated ESRA series as it embeds more information about the atmospheric characteristics than the ToA, such as albedo, air mass, the Linke turbidity factor and other atmospheric conditions. The simulation of irradiation was done under the hypothesis of a horizontal surface; this is because the inclination does not affect the stationarization since the variation in the output level it produced would be assimilated by \( \eta \). Different types of relation can be conceived for \( f \) including linear, quadratic and piecewise linear.

The choice of the appropriate function was made using a quantitative criterion based on the evolution of the daily standard deviation of the series \( u_{t} \). The retained function is piecewise linear in the simulated production and depends on the direction of the productions daily evolution (either increasing at the beginning of the day or decreasing after solar noon). It can be expressed as:

\[
f(P_{t}^{sim}) = f_{a}(P_{t}^{sim}) + f_{b}(P_{t}^{sim}) \tag{3}
\]

where the function \( f_{a} \) is defined from sunrise to noon and \( f_{b} \) from noon to sunset. The goal of \( f_{a} \) and \( f_{b} \) is to improve the treatment at the beginning and at the end of the day. Their definition on a daily basis is:

\[
\begin{align*}
f_{a}(0) &= \alpha_{a} \\
f_{a}(\beta_{a} \frac{P_{t}^{sim}_{\text{max}}}{P_{t}^{sim}_{\text{max}}}) &= \gamma \\
f_{a}(\frac{P_{t}^{sim}_{\text{max}}}{P_{t}^{sim}_{\text{max}}}) &= 0 \\
f_{a}(0) &= \alpha_{b} \\
f_{b}(\beta_{b} \frac{P_{t}^{sim}_{\text{max}}}{P_{t}^{sim}_{\text{max}}}) &= \gamma \\
f_{b}(0) &= 0 \tag{4}
\end{align*}
\]

where \( P_{t}^{sim}_{\text{max}} \) is the maximum production simulated for the day. The values of the coefficients \( \alpha_{a,b}, \beta_{a,b}, \gamma \) are obtained through an optimization process that aims to minimize the standard deviation criterion. The optimization is made under the constraints \( \beta_{a,b} \in (0, 2) \). The coefficients are randomly initialized and then optimized considering a sliding window of one-month over the ESRA irradiation time series. The sliding window covers the period prior to the day of interest. The stationarity of the normalized form of \( u_{t} \) was evaluated by analyzing its autocorrelationogram and computing unit root test.

The procedure can be summarized in the following steps for a power plant:

1) Clean the spurious data from the PV production series.
2) Simulate the ESRA clear sky irradiation series and the corresponding power series using the plant’s efficiency.
3) Determine the appropriate coefficients of the functions \((f_{a}, f_{b})\) using an optimization process on a sliding interval of simulated irradiation values.
4) Normalize the measured series \( P_{t}^{meas} \) to obtain the series \( u_{t} \).

C. Analysis of Spatial Correlations

To investigate the existence of spatio-temporal patterns, we evaluate the cross-correlation between the lagged production series. However, this requires eliminating the effect of East to West correlation transfer by considering the stationarized series for the PV plants.

Figure 2 presents the empirical cumulative distribution of the cross-correlation values for the power plants in the data set \( d_{2} \). Three distributions are plotted for three classes of distance between the power plants (from the closest to the farthest). The figure shows that the cross-correlation values are higher for the first class of distance (less 50 km) than for the last class (more than 100 km). As the effect of the bell-shape in the stationarized production data is absent, we can assume that the link described by these correlation values is due to a spatial transfer of information between the power plants mainly due to cloud movements. This analysis confirms the interest of a forecasting solution that takes into account both the temporal and spatial variability of the production series.
III. A MODEL FOR SPATIO-TEMPORAL PV FORECASTING

A. The Reference Model

In order to be able to compare the advantages of a spatio-temporal approach for PV forecasting, we introduce reference models for benchmarking that does not use such geographically distributed information. Several methods can be used to compare the performance of advanced models, as it is easy to compute, is based only on measured data, and does not involve any modeling processes. Thus, the persistence results are easily replicable. Moreover, in practical applications of PV forecasting, persistence is often chosen as a fallback model to provide forecasts in cases where advanced models fail. We define here as persistence a model that considers that the power production of a PV plant at time \( t + h \) is the same as the production of that plant at the same time on the previous day. This approach does not consider any off-site data. Despite its popularity as a reference model in the literature, its overall performance is poor [4].

To account for the different factors that affect PV production one could adjust persistence as a function of the observed values on the current day. However, this already involves some data manipulation, and different options could be considered, but such empirical adjustments are out of the scope of this paper. To avoid obtaining overoptimistic results from a spatio-temporal method, it is also necessary to use an advanced "reference" model featuring state-of-the-art performance and reasonable complexity so that results can be easily reproduced. For this purpose we consider autoregressive (AR) models described as:

\[
P_{t+1} = \beta_0 + \sum_{l=0}^{L_s} \beta_{l+1} y_{t-l}
\]

where \( P_t \) is the production of the power plant \( x \) at time \( t \) and \( \hat{P}_{t+h|t} \) the prediction for horizon \( h \). The appropriate maximum time lag \( L \) is chosen by minimizing the Akaike Information Criterion (AIC). We applied this model to the data set \( d_1 \) using 15 months for learning and 5 months for the tests. Forecasts are updated at each 15-minute time step.

For the 5 months of testing set for each power plant, we also applied the persistence and compared its performance with the AR model. Figure 3 presents the normalized root mean square error RMSE for the AR and persistence models for the \( d_1 \) power plants as a function of the prediction horizon.

The figure shows that the best model is the AR model, as its RMSE levels are the lowest. We thus retain the AR model as a reference in this paper to evaluate the performance of the spatio-temporal forecasting models. With our reference model thus defined, we can evaluate the contribution of integrating additional information from neighboring plants.

B. The Proposed Spatio-Temporal Model

The correlation analysis carried out in subsection II-C confirms the interest of using measurements from other power plants to increase the quality of the PV power forecasts. We propose here a spatio-temporal model that produces PV power forecasts for a power plant using measurements from other plants nearby.

Let \( X \) be the set of \( N \) PV plants and \( L_s \) the appropriate maximum lag. The forecast model for a power plant of interest \( x \) is then defined as:

\[
P_{t+h} = \beta_0 + \sum_{l=0}^{L_s} \sum_{y \in X} \beta_{l+y} P_{t-l}^y
\]

where \( P_t^y \) is the production of the power plant \( y \) at time \( t \) and \( \beta_{l+y} \) the coefficient for lag \( l \) and horizon \( y \). The appropriate maximum time lag \( L \) is chosen by minimizing the Residual Sum of Squares (RSS):

\[
RSS(\beta) = \| P^x - X \beta \|^2,
\]

where \( P^x \) is the measurement for power plant \( x \).
The closest available meteorological station. The weights function is exponential:

\[ w(t) = \exp(-\|t\|^2/2). \]

The forecast at time \( t \) for the horizon \( h \) for a power plant \( x \) is then defined by:

\[ \hat{P}_{t+h|t} = \hat{\beta}^0_{h} + \sum_{l=0}^{L} \sum_{y \in X} \hat{\beta}^{l,y}_{h} P^{y}_{t-l}. \]

The first issue related to the above model is the dimensionality problem when there is a high number of PV plants. To reduce the complexity of the model in such cases, we propose a two-step variables selection procedure. Let us call \( x \) the power plant of interest for which the forecasts are made. The first step is to compute the distance between the plant \( x \) and the other plants and select the \( n_p \) closest plants to \( x \). The second step is to apply a stepwise selection procedure based on the AIC criterion. The selection is made backward; the \( n_p \) variables and their respective lags are integrated into the model and then removed one by one and the AIC is recalculated each time. The model with the minimum AIC is retained.

### C. Extension of the Model: Spatio-Temporal Model using Clusters of Meteorological Conditions

The previous model is purely based on the historical production data. Here, we propose a variant of the model that allows a smooth dependency of the linear model coefficients on local meteorological conditions. The meteorological variables can be temperature, wind speed or direction, or another variable. These measurements are obtained from the closest weather station. With the previous notation, the forecast for the horizon \( h \) is denoted as:

\[ \hat{P}_{t+h|t} = \hat{\beta}^0_{h}(Z) + \sum_{l=0}^{L} \sum_{y \in X} \hat{\beta}^{l,y}_{h}(Z) P^{y}_{t-l}. \]

where \( Z \) represent the meteorological variables. The coefficients are estimated by weighted least square regression by:

\[ \hat{\beta}^{l,y}_{h}(z) = \text{Arg min} \sum_{t} \phi \left( \frac{Z_{t,a} - z}{\gamma} \right) \left( P^{y}_{t} - \bar{P}^{y}_{t+h} \right)^2 \]

where the coefficient \( \gamma \) is the mean of the random variable \( Z \). The weights function is exponential:

\[ \phi(x) = \exp \left( -\|x\|^2/2 \right). \]

The weights are calculated using the measurements from the closest available meteorological station.

### D. Improved Variable Selection Procedure

In the model presented above, the dimensionality problem (i.e., high number of variables) is treated with a simple selection variable procedure. The model can be modified to directly treat the variable selection issue using LASSO. The Least Absolute Shrinkage and Selection Operator [45] regression integrates a penalty into the minimization problem by applying a constraint on the sum of the absolute values of the coefficients. The estimator is defined as:

\[ \hat{\beta}^{\text{lasso}} = \text{arg min}_{\beta} \left\{ \frac{1}{2} \text{RSS}(\beta) + \lambda \| \beta \|_1 \right\}. \]

Some bias is introduced but the variance is reduced. The selection of the coefficients is automatic and some of them are set to zero for high values of the penalization parameter \( \lambda \). The regularization parameter \( \lambda \) is obtained by cross-validation and the path of the solutions of \( \beta \) is piecewise linear in \( \lambda \).

### IV. Evaluation

The proposed models are applied to the data sets \( d_1 \) and \( d_2 \) for a 6-hour horizon with a 15-min time step, and with a sliding window scheme that updates forecasts every 15 min. The forecasts are compared to those of the reference model. The models were developed using the software R [46].

#### A. Impact of the Stationarity Procedure on Forecast Errors

The reference AR model was applied to the two types of production series of \( d_1 \): the raw series and the series that was stationarized following the procedure proposed in Section II. The RMSE for the respective series was computed for each power plant and the improvement due to the stationarization was calculated. For all the plants except P4, there is a significant improvement in RMSE when stationarized series are used. The average improvement in terms of RMSE is 7%. The stationarized series perform better than the raw inputs. The case of P4 can be explained by the fact that the AR model efficiently captures the temporal variability with standard normalization.

The same analysis was made of the power plants in data set \( d_2 \), where 136 power plants were retained after data cleaning. Figure 4 represents the improvement of the RMSE achieved with the stationary procedure for \( d_2 \). The mean improvement for 3-hour horizons is 10% and can reach 15%. This significant reduction in forecasting errors confirms the efficiency of the stationarization method and the interest of using it to pre-process data before integrating them into the forecasting model. Thus hereafter, we use the stationarized series.

#### B. Performance of the Spatio-Temporal Model

For each of the power plants of \( d_1 \), we apply the spatio-temporal model in its form defined in part III-B. The standardized errors are computed at time \( t \) for look-ahead time \( h \) ranging from 15 min to 6 hours. The densities of the prediction errors are computed using kernel density estimation and are presented in figure 5 for two power plants and different
horizons. Note that for both power plants the distributions are not Gaussian, as the modes and averages are significantly different. The averages are close to zero and the skew is negative. As the horizon increases, the distribution mode shifts to the left. The same analysis was performed on the other power plants of \( d_1 \) with the same conclusions.

To obtain a more complete overview of the proposed models performance, we compare it to random forest (RF) models. RF models are shown in the literature [10] to be one of the most efficient models to produce accurate forecasts of PV power production. We thus computed an RF model and compared its performance to the spatio-temporal model. Table I presents the minimum, mean and maximum RMSE improvement over the 6-hour time horizons of the spatio-temporal model (ST) w.r.t. the AR and RF models for a sample of five power plants of \( d_1 \). The table shows an average improvement of around 10% for the ST model compared with the AR model and 6% compared with the RF one. The improvement compared to the AR and RF models can reach respectively 20% and 15%. The improvement values are quite similar for all of the power plants except for plant P8, for which there is no improvement. This is the most distant power plant, and the spatial correlation does not reach it.

### Table I

<table>
<thead>
<tr>
<th>Improvement of RMSE (%)</th>
<th>P1</th>
<th>P2</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST vs AR</td>
<td>min</td>
<td>0.4</td>
<td>3.02</td>
<td>-0.46</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>9.49</td>
<td>13.05</td>
<td>7.36</td>
<td>8.69</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>16.81</td>
<td>19.27</td>
<td>12.5</td>
<td>15.71</td>
</tr>
<tr>
<td>ST vs RF</td>
<td>min</td>
<td>0.17</td>
<td>2.94</td>
<td>0.32</td>
<td>-0.72</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>6.52</td>
<td>10.27</td>
<td>4.5</td>
<td>5.03</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>15.3</td>
<td>16.6</td>
<td>9.03</td>
<td>11.12</td>
</tr>
</tbody>
</table>

The analysis of the performance of the spatio-temporal model can be related to the sky cover. The days of the testing set can be clustered according to sky cover level. We then define three levels of sky coverage: clear sky (cs), moderately cloudy (mc) and very cloudy (vc). These levels were computed using an index based on the ratio of the sum of the daily production to the sum of the simulated irradiation using the ESRA model. Figure 6 presents, for two power plants of \( d_1 \), the improvement of the spatio-temporal model compared to the reference model by type of day.

We observe that for the first two hours the improvement on cloudy days exceeds that of clear days. This observation shows that the spatio-temporal model helps to capture the movement of the clouds. The graphs also show that the improvement is greater for clear sky days for the longer horizons and that even on the cloudiest days, the improvement exceeds 5%. This analysis produced similar results for the other power plants.

### C. Wind Speed Effect on the Model Performances

We choose the wind speed for the meteorological variable \( Z \) as presented in the model extension in part III-C. This choice is motivated by the fact that surface wind speed affects the performance of PV modules given its relation with ambient temperature. Also, wind conditions are generally related to cloud movement, which affects PV production. Note however that by considering surface wind speed, which is in general considerably different from wind speeds in upper layers of the
atmosphere, the aim is not to make an explicit relation with cloud movement.

The spatio-temporal model with a conditioned wind speed parameter was then applied to $d_1$. Compared to the spatio-temporal model with fixed parameters, this model shows a reduction in RMSE for the first two hours as shown in figure 7. The mean value of this improvement is 2% and the most significant reduction is noted for the first forecasting hour. After two hours, the model with conditioning shows no improvement compared to the model without conditioning. These results are promising and show that there is a potential for improving forecast quality by using adequate meteorological variables within the model.

In the paper [40], the average RMSE improvement of the proposed spatio-temporal model over the reference AR model was about 6% and the maximum RMSE improvement was about 13%. These values are respectively 12% and 20% when applying the spatio-temporal model proposed here.

D. The Variable Selection Contribution: Lasso and AIC

In this section the impact of the different variable selection methods is evaluated. Here we consider the second data set $d_2$ because the high number of power plants amplifies the dimensionality problem. The spatio-temporal model with the variable selection procedure based on the AIC as described in part III-B was evaluated. The extension of the model with a selection variable procedure based on Lasso regularization (part III-D) was also computed and evaluated on the same data set $d_2$. Figure 8 represents the dispersion of the mean value (over all prediction horizons) of the RMSE for the reference model and the spatio-temporal model resulting from the two variable selection procedures.

The figure shows that the spatio-temporal model significantly reduces prediction errors compared to the reference model (around 28% reduction in average performance). Moreover, the Lasso variable selection procedure presents lower prediction errors than the selection based on the AIC, showing that the Lasso procedure is more efficient (22% reduction in average performance).

The performance of the Lasso selection variable procedure can also be analyzed by the level of reduction of the dimensionality problem. For each of the power plants of the data set $d_2$, figure 9 represents the number of neighboring power plants (among the other 135) retained by the Lasso selection. In 75% of cases, the number of variables used is less than 30, while the maximum number used is 57. These numbers show that the Lasso selection variable procedure is quite successful in reducing the dimension of the problem. The results emphasize the interest for the neighboring plants of improving the quality of the PV production forecasts.
V. CONCLUSION

In this paper we proposed a statistical spatio-temporal model to improve short-term forecasting of photovoltaic production. The non-stationarity issue of the production series was addressed by a new stationarization process. This process demonstrated a clear improvement in terms of forecasting error reduction in comparison with a case in which raw inputs are used. The spatio-temporal model was applied to the stationarized series and showed a significant reduction in forecasting errors compared to regular forecasting techniques. The problem of high dimension data was also addressed by two different variable selection procedures for dimension reduction. The Lasso regularization applied to the spatio-temporal model presents the highest reduction for the forecasts. Moreover, we demonstrate that including the effects of meteorological variables such as wind speed in the spatio-temporal results in an additional reduction of the forecasting error level of PV production.

Further work could investigate beyond the linear modeling of the spatio-temporal data using more complex relations like polynomial estimations or splines. The integration of meteorological data could also be investigated, either as a parameter of the coefficient estimated in the spatio-temporal model, or by integrating sky images obtained by cameras or satellites. A probabilistic model that uses information on geographically distributed power plants to produce forecasts could also be investigated.
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