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Optimal control of heating in a two-zone building using price decomposition-coordination method

Marie Frapin, François Chaplais, Patrick Schalbart and Bruno Peuportier

Abstract:
To avoid electricity peak loads in winter buildings can be pre-heated during off-peak hours using their thermal mass. A way to guarantee comfort levels while deferring electricity consumption is to solve an Optimal Control Problem (OCP) which consists in finding the heating power profile minimising the heating bill over a time horizon. An OCP continuous-time resolution method was tested at monozone buildings scale [1]. The originality of this paper is to extend this continuous resolution method to a two-zone scale. This is a first step toward multi-zone buildings control. At multi-zone scale, three resolution approaches are possible. The first is the centralised method which consists in solving a unique global OCP. However centralised approach is not suitable for large scale systems due to high computational time or a lack of modularity. At the opposite, the decentralised approach which consists in solving local OCPs at each zone scale is the most used approach nowadays. However, this approach neglects couplings between zones as thermal couplings (type 1) or energy sharing (type 2). The third approach is the decomposition-coordination one which consists in solving local OCPs at each zone scale (decomposition stage) and reintegrate neglected couplings by an iterative procedure (coordination stage). This paper deals with couplings of type 1. The decomposition-coordination method which appeared to be more appropriated was price decomposition-coordination method. It was tested and compared to the optimal reference obtained with the centralised approach in a two-zone building with residential and tertiary zones. The centralised and the decomposition-coordination methods results are close. Both methods led to more than 20 % of savings on the global energy bill. The computational time was heavier with the decomposition-coordination method than with the centralised methods. However, in future work concerning multi-zone building, decomposition-coordination method is expected to be more beneficial.
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1. Introduction
In France, buildings represent around 45 % of the energy consumption and 25 % of the greenhouse gases emissions [2]. For residential buildings two thirds of the energy consumption is dedicated to heating and for tertiary buildings, heating represents half of the energy consumption [3]. One third of heating equipments are electric in both sectors (residential and tertiary) [4]. It explains winter electrical peak load which are usually produced by less efficient plants with higher CO₂ emissions (e.g. fuel oil power plant).

To avoid electric peak loads, demand side management consists in deferring energy consumption from peak hours to off-peak hours. On/off or PID controllers which are mostly used today for heating management are not efficient to properly decreased peak hours consumption. Indeed, these controllers cannot anticipate time variation of electricity (used to encourage off-peak hours consumption) or internal and external perturbations.
The literature overcomes gaps in classical controllers using advanced regulation methods based on observations as neural network or fuzzy logic [5-6]. Another way is to use Model Predictive Control (MPC) which integrates thermal model of buildings. In recent years, MPC became more famous due to more effective solvers and more accurate physical models especially for heating and cooling systems [7-8]. MPC principle is to solve an optimal control problem (OCP) over a given horizon. Only the first sequence of the optimal solution is apply to the real system and a new optimal control problem is solved with current measurements of the system state and updated data (internal and external loads for instance).

For large scale systems, [9] shows that computing time increases exponentially with the number of building's zone and promoted distributed MPC. It consists in solving local OCPs (one for each sub-system) and couplings between sub-systems are ensures by a coordination stage. In building energy management, couplings between zones can be thermal couplings (type 1) and energy sharing (type 2). Type 1 were taken into account in [10] and type 2 in [9-11]. All of these studies were implemented in discrete time. To the authors’ knowledge, studies on large scale MPC for buildings energy management using continuous time OCP resolution method are almost inexistent. Continuous time OCP resolution method guarantees the respect of state constraints (comfort levels) at any time which is not always possible with discrete time resolution method especially if time step is large to limit computational times. Continuous time OCP resolution has proved its worth for optimal control of heating in a monozone building using on indirect resolution method based on Pontryagin's minimum principle [1].

The aim of this paper is to apply price decomposition-coordination method to optimal control of heating in a two-zones building (a residential zone and an office zone) using a continuous time method. Results are compared to the centralised optimum.

The paper is organised as follows. Section 2 introduces the OCP statement. Sections 3 and 4 respectively present the centralised and decomposition-coordination methods to solve the OCP. In section 5, both methods are applied and discuss on a study case. Section 6 concludes the study and outlines future works.

2. Optimal control problem statement

The optimal control principle is to find a control law over a given time horizon such that an optimal objective is achieved. Following the presentation of the objective function for a two-zones building, all the considered constraints of the OCP are depicted in this section.

2.1. Objective function

The overall control objective is to minimise the heating cost of a two-zones building:

$$\min_u \left[ J(u) = \int_{t_0}^{t_f} C_{elec}(t)u(t)dt \right]$$  \hspace{1cm} (1)

where \(u\) is the controls vector containing the electric heating power of each zone, \(C_{elec}\) represents the time dependent electricity cost, \(t_0\) and \(t_f\) are respectively the initial and the final times.

2.2. Dynamic system modelling

For modelling sake, a building with an arbitrary number of zones is broken down into a set of meshes (finite volumes). A thermal balance on each mesh element is applied to establish the overall dynamic system defined as follows:

$$\begin{align*}
\dot{x}(t) &= A.x(t) + B. u(t) + C. s(t) \\
y(t) &= D. x(t)
\end{align*}$$  \hspace{1cm} (2)

where \(x\) is the state vector containing the temperature of each mesh, \(s\) is the vector of internal and external loads and \(y\) is the outputs vector containing the indoor temperature of each zone. Matrices \(A, B, C\) and \(D\) are adequately sized.
The equations system (2) represents a dynamic constraint of the OCP which ensures the respect of the building thermal behaviour.

2.3. State constraints

To provide comfort for occupants, state constraints are considered to ensure that indoor temperature of each zone $i$ ($T_i$) is within a fixed interval:

$$T_{\text{min}_i} \leq T_i(t) \leq T_{\text{max}_i}$$  \hspace{1cm} (3)

Equation (3) can be rewritten depending on the state $x$:

$$T_{\text{min}_i} \leq D_i.x(t) \leq T_{\text{max}_i}$$  \hspace{1cm} (4)

The state constraints define the OCP as a dynamic problem. Indeed, without these, no need to heat the building.

2.4. Control constraints

Due to production systems limitations, constraints on control were considered to ensure that the heating power of each zone $i$ ($u_i$) is also within a fixed interval $U_{\text{add}}$ characterised by:

$$u_{\text{min}_i} \leq u_i(t) \leq u_{\text{max}_i}$$  \hspace{1cm} (5)

3. Centralised method

After defining the OCP, the focus was on solving it in continuous time. Before setting up the decomposition-coordination resolution method, the centralised method was implemented to find the reference solution. The centralised method is depicted in this section, it helps introducing the following section about decomposition-coordination method. The centralised method is based on the algorithm developed by [13] for monozone buildings' OCP. This algorithm handles state and control constraints using internal penalty method described in the first part of this section. In this work, state constraints were effectively implemented by internal penalty method. However, control constraints were directly integrated using Pontryagin's minimum principle (second part of this section). The centralized algorithm is described in the last part of this section.

3.1. Internal penalty method for state constraints implementation

The principle of internal penalty methods consists in penalising the cost function by a barrier function $\gamma$ which strongly increased the cost when the solution approaches the state constraint. With an example of state constraints defined as:

$$x(t) \geq x_{\text{min}}$$  \hspace{1cm} (6)

the penalised cost function takes the following form:

$$\min_u \left[ f(u) + \varepsilon \int_{t_0}^{t_f} \gamma(x(t))dt \right]$$  \hspace{1cm} (7)

with typical $\gamma$ defined as:

$$\gamma(x) = \frac{1}{x^{1+n}} \text{, } n \in \mathbb{N}$$  \hspace{1cm} (8)

The penalised problem is now state constraints free. Its solution converges to the optimal one with state constraint as $\varepsilon$ tends to 0. Considering that the centralised problem has four state constraints of the form defined by inequality (6) (two for each zone), the penalised cost function of the centralised two-zones problem is:

$$\min_{u \in U_{\text{ad}}} \left[ f(u) + \varepsilon \sum_{i=1}^{2} \int_{t_0}^{t_f} \left[ \gamma(D_i.x(t) - T_{\text{min}_i}) + \gamma(T_{\text{max}_i} - D_i.x(t)) \right] dt \right]$$  \hspace{1cm} (9)
3.2. Optimal control research with control constraints (minimisation of the Hamiltonian)

According to Pontryagin's minimum principle (Appendix A), the optimal triplet \((x^*, u^*, p^*)\) must satisfy the following assertion:

\[
\mathcal{H}_c(x^*, u^*, p^*) = \min_{u \in U_{ad}} \mathcal{H}_c(x^*, u, p)
\]

(10)

where \(p\) is the costate satisfying:

\[
\dot{p} = -\frac{\partial \mathcal{H}}{\partial x}
\]

(11)

and \(\mathcal{H}\) the Hamiltonian defined by:

\[
\mathcal{H}_c(x, u, p) = C_{elec}u + p^T(Ax + Bu + Cs) + \varepsilon \sum_{i=1}^{2} \left[ \gamma(D_i, x - T_{min_i}) + \gamma(T_{max_i} - D_i, x) \right]
\]

(12)

To simplify Hamiltonian's writing, time does not appear in equation (12). To easily solve (10), a small quadratic term in \(u\) is added to the objective function which leads to the new Hamiltonian:

\[
\mathcal{H}_c(x, u, p) = C_{elec}u + \alpha u^2 + p^T(Ax + Bu + Cs) + \varepsilon \sum_{i=1}^{2} \left[ \gamma(D_i, x - T_{min_i}) + \gamma(T_{max_i} - D_i, x) \right]
\]

(13)

where \(\alpha\) is a positive real sized to ensure that the quadratic term does not influence the heating cost:

\[\alpha u(t)^2 \ll C_{elec}(t)u(t)\]

(14)

The Hamiltonian defined in equation (13) is a polynomial of degree two in \(u\). The solution of equation (10) is either the parabola vertex or one of the limits of interval \(U_{ad}\).

3.3. Centralised algorithm

The centralised resolution algorithm includes the three following steps.

- **Step 1: initialisation**
  The state function \(x(t)\) is initialised in the internal set of state constraints (4) for all \(t \in [t_0, t_f]\) and the costate function \(p(t)\) is initialised to 0 for all \(t \in [t_0, t_f]\). The decreasing sequence \((\varepsilon)_{\text{SNR}}\) is defined and initialized at \(\varepsilon = \varepsilon_0\).

- **Step 2: two boundaries problem resolution with inner minimisation of the Hamiltonian**
  The optimal control \(u^*\) is requested minimising the Hamiltonian with respect to \(u\).
  The two boundaries problem consists in solving the following equations system:

  \[
  \begin{cases}
  \dot{x}(t) = Ax(t) + Bu^*(t) + Cs(t), & x(0) = x_0 \\
  p(t) = -\frac{\partial \mathcal{H}_c(x(t), u^*(t), p(t))}{\partial x}, & p(t_f) = 0
  \end{cases}
  \]

  (15)

- **Step 3: increment**
  If \(n = N\) the optimum is reached and the algorithm stop, else \(\varepsilon\) is incremented and the algorithm returns in step 2 with the new values of \(x(t)\) and \(p(t)\) as initialisation.

4. Price decomposition-coordination method

The second approach of global OCP solving discussed in this paper is a decomposition-coordination method. Decomposition-coordination method consist in solving local OCPs (at zone scale) in a decomposition stage and ensuring couplings between zone via iterations with a coordinator in a coordination stage. Thermal couplings between zone lead to couplings between dynamical systems of each zone. [12] firstly introduced the interaction balance principle to deal with coupled dynamic systems. [14] proposed three resolution methods in is second model dedicated to coupled dynamic systems (the first model is rather dedicated to energy sharing case). Among this resolution methods, there is resource allocation method (or primal method) and the price method (or dual method).
While the resource-allocation approach ensures the strict respect of couplings at each iteration, we focused on price method where in comparison to primal method, no gradient need to be provided in local optimization (decomposition stage). Indeed, computations of gradient is CPU intensive. The third method called prediction method can mixes both primal and dual method. It was not selected for the same reason as for the primal method.

4.1. Optimal control sub-problem statement

System (2) can be decomposed into two sub-systems associated to each zone $i$ and defined by the following dynamic system:

$$\begin{align*}
\dot{x}_i(t) &= A_{ii} x_i(t) + B_i u_i(t) + C_i s_i(t) + A_{i\bar{i}} x_{\bar{i}}(t) \\
y_i(t) &= D_i x_i(t)
\end{align*}$$

The purpose of decomposition is to solve independent optimal control sub-problem in order to parallelise the resolution. As mentioned above, sub-systems are dynamically coupled. To make subsystems independent, for each zone, the term $A_{i\bar{i}} x_{\bar{i}}(t)$ is replaced by an interaction variable $w_i(t)$:

$$\begin{align*}
\dot{x}_i(t) &= A_{ii} x_i(t) + B_i u_i(t) + C_i s_i(t) + w_i(t) \\
y_i(t) &= D_i x_i(t)
\end{align*}$$

The interaction variable $w_i$ becomes a new control of zone $i$. Then the coordination purpose is to ensure coupling constraints defined as follows:

$$w_i(t) = A_{i\bar{i}} x_{\bar{i}}(t)$$

To do that, prices $\lambda_1$ and $\lambda_2$ are added to the global objective function (1) in order to force the solution to respect constraint defined by equation (18). The modified global Hamiltonian is defined as follows:

$$\mathcal{H}^{\theta}(x_1, x_2, u_1, u_2, p_1, p_2, w_1, w_2, \lambda_1, \lambda_2) = \sum_{i=1}^{2} \left[ C_{e_{\text{elec}} u_i} + p_1^T (A_{ii} x_i + B_i u_i + C_i s_i + w_i) + \lambda_i (w_i - A_{i\bar{i}} x_{\bar{i}}) \right]$$

For simplicity sake, state constraints are not specified (hence the superscript 0). They are identical to the one in equation (13). A saddle point is supposed so the optimum must verified the following assertion:

$$\mathcal{H}(x_{1,2}^*, u_{1,2}^*, p_1^*, p_2^*, w_1^*, w_2^*, \lambda_{1,2}^*) = \max_{\lambda_{1,2}} \left\{ \min_{u_{1,2}, w_{1,2}} \mathcal{H}(x_1, x_2, u_1, u_2, p_1, p_2, w_1, w_2, \lambda_1, \lambda_2) \right\}$$

4.2. Augmented Lagrangian

Uzawa algorithm is facilitated in linear case using augmented Lagrangian. It consists in adding the following quadratic term to the objective function:

$$r(w_i(t) - A_{i\bar{i}} x_{\bar{i}}(t))^2$$

At iteration $k$ of the decomposition-coordination algorithm, the augmented Lagrangian additional term (23) is divided into two components assigned to each local Hamiltonian.
\begin{equation}
    r(w_i(t)^2 - w_i^{(k-1)}(t)A_{ii}x_i(t) - w_i(t)A_{ii}x_i^{(k-1)}(t) + [A_{ii}x_i(t)]^2)
\end{equation}

with \(k\) the decomposition-coordination index.

### 4.3. Decomposition stage

Decomposition stage goal is to minimise local Hamiltonians in a parallel way. Each local OCP is controlled in \(u_i\) and \(w_i\). \(w_i\) is constrained by the fact that \(x_i\) is constrained. The variation range of \(w_i\) is noted \(W_{ad}\) and is determined by equations (4) and (18). According to Pontryagin’s minimum principle, the optimal set \((x_i^*, u_i^*, p_i^*, w_i^*, \lambda_i^{(k)}, \lambda_i^{(k)})\) must satisfy the following assertion:

\begin{equation}
    \mathcal{H}_E(x_i^*, u_i^*, p_i^*, w_i^*, \lambda_i^{(k)}, \lambda_i^{(k)}) = \min_{u_i \in U_{ad}} \max_{w_i \in W_{ad}} \mathcal{H}_E(x_i^*, u_i, p_i, w_i, \lambda_i^{(k)}, \lambda_i^{(k)})
\end{equation}

Local Hamiltonians are polynomials of degree two in \(u_i\) and in \(w_i\). The solution \(u_i^*\) of equation (25) is either the parabola vertex in \(u_i\) or one of the limits of interval \(U_{ad}\). The solution \(w_i^*\) of equation (25) is either the parabola vertex in \(w_i\) or one of the limits of interval \(W_{ad}\).

### 4.4. Coordination stage

Coordination stage goal is to update \(\lambda_i\) as follows:

\begin{equation}
    \lambda_i^{(k+1)} = \lambda_i^{(k)} + \rho(w_i^{(k)} - A_{ii}x_i^{(k)}(t))
\end{equation}

Convergence is ensured when the following assertion is checked:

\begin{equation}
    \int_{t_0}^{t_f} (w_i^{(k)} - A_{ii}x_i^{(k)}(t))^2 \, dt < tol
\end{equation}

### 4.5. Decomposition-coordination algorithm

- **Level 1: global initialisation**
  Prices \(\lambda_1\) and \(\lambda_2\) are initialised for all \(t \in [t_0, t_f]\). We fixed the index \(k\) at 0.

- **Level 2: decomposition**
  For each zone, the three following steps are done. The three steps are similar to those defined in centralised algorithm except that controls are now \(u_i\) and \(w_i\).
  - **Step 1: local initialisation**
    Functions \(x_i(t)\) is initialised to respect all the state constraints defined by inequality (4) for all \(t \in [t_0, t_f]\) and function \(p_i(t)\) is initialised to 0 for all \(t \in [t_0, t_f]\). The decreasing sequence suits \((\varepsilon)_{0 < n < N}\) is defined and initialised at \(\varepsilon = \varepsilon_0\).
  - **Step 2: two boundaries problem resolution with inner minimisation of the Hamiltonian**
    The optimal controls \(u_i^*\) and \(w_i^*\) are requested to minimise the Hamiltonian with respect to \(u_i\) and \(w_i\).
    The two boundaries problem consists in solving the following equations system:

\begin{equation}
    \begin{cases}
        \dot{x}_i(t) = A_{ii}x_i(t) + B_iu_i^*(t) + C_is_i(t) + w_i^*(t), \quad x_i(0) = x_i0
        p_i(t) = -\frac{\partial \mathcal{H}_E(x_i(t), u_i^*(t), w_i^*(t), p_i(t), \lambda_i^{(k)}(t), \lambda_i^{(k)}(t))}{\partial x_i}, \quad p_i(t_f) = 0
    \end{cases}
\end{equation}

  - **Step 3: increment**
    If \(n = N\) the optimum is reached and the algorithm stop, else \(\varepsilon\) is incremented and the algorithm returns in step 2 with the new values of \(x(t)\) and \(p(t)\) as initialisation

- **Level 3: coordination**
  Prices \(\lambda_1\) and \(\lambda_2\) are updated with equation (26).

- **Level 4: global increment**
  While condition (27) is not achieved, increment returned to step 2.

Fig. 1 illustrates the decomposition-coordination algorithm for better understanding.
5. Application of the optimal control for both methods

5.1. Case study

The case study was a two-zones building, one for residential use (zone 1) and one for offices (zone 2). Both zones were considered exposed to the same external loads (Fig. 2a) but was characterised by different occupation times (from 5 p.m. to 9 a.m. for zone 1 and from 9 a.m. to 7 p.m. for zone 2). This led to the internal heat gains profiles presented at Fig. 2.b.

Fig. 2. a) External loads, b) internal loads

States constraints ensured minimal comfort temperature setpoints of 21 °C for zone 1 and 23 °C for zone 2. Outside of occupation times, reduced temperature setpoints equal to 18 °C for zone 1 and 20 °C for zone 2 were taken into account. Maximal temperature setpoints equal to 26 °C for zone 1 and 28°C for zone 2 were also considered.

Regarding control constraints, for each zone, \( u_i \) was constrained to be between 0 and 20 kW.

Three electricity cost were considered depending on the hour. Between 0 a.m. and 9 a.m. the electricity price was 0.1 €/kWh, this period is called off-peak hours. This price was doubled between 9 a.m and 5 a.m and between 10 p.m and 0 a.m., this period is called peak hours. The initial price was tripled during high peak hours between 5 p.m and 10 p.m.
5.2. Implementation
Computations were performed on a 8-Core processor at 2.80 GHz, with 32 GO RAM and running Windows 7 Professional. Both centralised and decomposition-coordination methods were implemented in Matlab using bvp5c routine to solve two-boundaries problems. In decomposition stage of decomposition-coordination method, the computations were parallelised with the parallel computing toolbox.

5.3. Algorithm parameters
Time horizon was 3 days, however, only the first two days are represented in the results. Indeed, a boundary-effect was observed on the last day of optimisation, induced by the impossibility on the last day to anticipate the needed storage effort for the following days.
For both centralised and decomposition-coordination methods, the sequence $(\varepsilon)_{0 \leq n \leq N}$ was defined to make $\varepsilon$ varying between $10^{-5}$ and $10^{-7}$.
For the decomposition-coordination method, the tolerance $tol$ mentioned in equation (27) was equal to 0.15 °C. Experiments showed that a good estimation of the coordination step $\rho$ and the augmented Lagrangian parameter $r$ was $2.10^{-8}$. Regarding prices $\lambda_1$ and $\lambda_2$, they were initialised at $2.10^{-5}$ for all $t \in [t_0, t_f]$.

5.4. Centralised method results
Fig. 3 represents the optimal heating power profiles (a) and the resulting temperature profiles (b) of both zones 1 and 2 achieved with the centralised method. Each zone is pre-heated during off-peak hours to shave off heat consumption during high peak hours, also ensuring that temperature setpoints are respected.
In comparison with the case without demand side management, the total cost was reduced by 22.9 %. For zone 1, 99 % of energy consumption during high peak hours and 100 % of energy consumption during peak hours were reduced. For zone 2, 17 % of energy consumption during high peak hours and 57 % of energy consumption during peak hours were reduced. The minimisation of peak loads is more important for zone 1 (residential space) than for zone 2 (office space). Indeed, the periods when zone 1 needs further heat correspond essentially to off-peak hours unlike zone 2, where further heat needs are exclusively during peak and high peak hours.

![Fig. 3. Centralised method results: (a) optimal heating power profiles, (b) resulting temperature profiles.](image)
5.5. Price decomposition-coordination method results

The three decomposition-coordination methods detailed in [14] were implemented in this study. As mentioned above, computations for resource allocation and prediction were too heavy due to the need to provide gradients in local OCPs resolution. The price decomposition-coordination method was preferred. Its results are presented in this section. Fig. 4 represents the optimal heating power profiles (a) and the resulting temperature profiles (b). While local OCPs resolution are done with local dynamic systems (17), resulting temperature profiles were obtained by feeding back optimal heating power profiles into the complete model (2). This procedure allows to confirm that comfort levels are respected. Indeed, Fig. 4 (b) shows that comfort levels are respected even if temperature profiles get closer to the temperature setpoints compared with the centralised method results (Fig. 3 (b)).

In price decomposition-coordination algorithm, the cost was reduced by 22.6 %. For zone 1, 97 % of energy consumption during high peak hours and 100 % of energy consumption during peak hours were reduced. For zone 2, 15 % of energy consumption during high peak hours and 55 % of energy consumption during peak hours were reduced. As for centralised method results, the minimisation of peak loads is more important for zone 1 than for zone 2. Regarding cost and energy reduction, centralised method results are slightly better than decomposition-coordination method results.

![Decomposition-coordination method results](image)

Fig. 4. Decomposition-coordination method results : (a) optimal heating power profiles, (b) resulting temperature profiles

6. Conclusion and future work

To conclude, two continuous time resolution methods were performed to find the optimal control of heating in a two-zone building mixing residential and office spaces. The first method applied was the centralised method. This method which consists in solving a unique global OCP converges to the global optimum. To anticipate the increasing complexity of the centralised method at multi-zone scale, a second method called price decomposition-coordination method was applied. Results of the decomposition-coordination method were compared to the global optimum. Regarding cost and energy reduction, results are close even if they are slightly better with the centralised method. With both methods, high peak and peak hours consumptions declined by almost 100 % for zone 1. For zone 2, high peak hours consumption were reduced almost in half nevertheless, peak hours consumption reduction did not exceed 20%.

The decomposition-coordination method presented higher computational time than centralised method. In the experiments, price $\lambda_1(t)$ and $\lambda_2(t)$ were initialised to a constant value. Future work
consists in implementing an MPC loop. In this case, prices profiles $\lambda_1(t)$ and $\lambda_2(t)$ can be reused from one OCP resolution to the next one. This is expected to facilitate the decomposition-coordination algorithm convergence and therefore to reduce computational time. Finally the generalisation of both methods to multi-zone buildings is envisaged. Indeed, while computations of centralised method increased exponentially with the number of zones, decomposition-coordination method computational time is expected to increase less dramatically thanks to parallelisation.

**Appendix A**

This Appendix details the Pontryagin's minimum principle. This principle is a necessary optimality condition asserting that if the control $u^*$ associated to the state $x^*$ is the solution of the OCP then it exists an application $p$ called adjoint state which fulfil following assertions:

\[
\dot{x}^*(t) = \frac{\partial}{\partial p} \mathcal{H}(x^*(t),u^*(t),p^*(t))
\]  

\[
p^*(t) = \frac{\partial}{\partial x} \mathcal{H}(x^*(t),u^*(t),p^*(t))
\]  

\[
\mathcal{H}(x^*(t),u(t),p(t)) = \min_u \mathcal{H}(x^*(t),u^*(t),p(t))
\]

This necessary optimality condition leads to solve the following system of equations:

\[
\begin{cases}
\dot{x}^u(t) = f(x^u(t),u(t)) \\
x(t_0) = x_0 \\
\dot{p}(t) = -\frac{\delta}{\delta x} \mathcal{H}(x^u(t),u(t),p(t)) \\
p(t_f) = 0 \\
u^*(t) = \arg\min_u \mathcal{H}(x^u(t),u(t),p(t))
\end{cases}
\]

**Nomenclature**

- $A$ matrix linking state variation to state
- $B$ matrix linking state variation to control
- $C$ matrix linking state variation to internal and external loads
- $C_{elec}$ electricity cost,
- $D$ matrix linking outputs to state
- $\mathcal{H}$ Hamiltonian
- $p$ co-state
- $r$ augmented Lagrangian parameter
- $s$ internal and external loads vector, W
- $T$ indoor temperature, °C
- $t$ time, s
- $t_0$ initial time, s
- $t_f$ final time, s
- $tol$ tolerance
- $u$ heating power vector, W
- $w$ interconnection variable
- $x$ state vector, °C
- $y$ outputs vector, °C

**Greek symbols**

- $\alpha$ convexity factor of heat power
\( \beta \) convexity factor of interconnection variable
\( \gamma \) barrier function
\( \varepsilon \) penalty factor
\( \lambda \) price

**Subscripts and superscripts**

- \( i \) zone number
- \( k \) decomposition-coordination index
- \( \text{max} \) maximal value
- \( \text{min} \) minimal value
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