Controllability of the 1D Schrödinger equation using flatness
Philippe Martin, Lionel Rosier, Pierre Rouchon

To cite this version:
Philippe Martin, Lionel Rosier, Pierre Rouchon. Controllability of the 1D Schrödinger equation using flatness. Automatica, Elsevier, 2018, 91, pp.208 - 216. <10.1016/j.automatica.2018.01.005>. <hal-01769227>

HAL Id: hal-01769227
https://hal-mines-paristech.archives-ouvertes.fr/hal-01769227
Submitted on 4 May 2018

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Controllability of the 1D Schrödinger equation using flatness

Philippe Martin\textsuperscript{a}, Lionel Rosier\textsuperscript{a,b}, Pierre Rouchon\textsuperscript{a}

\textsuperscript{a}Centre Automatique et Systèmes, MINES ParisTech, PSL Research University
60 boulevard Saint-Michel, 75272 Paris Cedex 06, France
\textsuperscript{b}Centre de Robotique, MINES ParisTech, PSL Research University
60 boulevard Saint-Michel, 75272 Paris Cedex 06, France

Abstract

We derive in a direct way the exact controllability of the 1D Schrödinger equation with Dirichlet boundary control. We use the so-called flatness approach, which consists in parametrizing the solution and the control by the derivatives of a “flat output”. This provides an explicit and very regular control achieving the exact controllability in the energy space.
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1 Introduction

The exact controllability of the linear Schrödinger equation (or of the related plate equation) is investigated in [15,20,8] with the multiplier method, in [6,7,9] with nonharmonic Fourier analysis, in [13] with microlocal analysis, and in [4,18] with frequency domain tests. It is extended to the semilinear Schrödinger equation in [34,33,35] and [11,12], by means of Strichartz estimates and Bourgain analysis. All those results are indirect, as they rely on observability inequalities for the adjoint system. A direct approach not involving the adjoint system is proposed in [16,32,17]; in particular, [32] uses a fundamental solution of the Schrödinger equation with compact support in time, and provides controls with Gevrey regularity.

In this paper, we derive in a direct way the null (hence exact, since the equation is time-reversible) controllability of the Schrödinger equation with Dirichlet control,

\begin{align}
\dot{\theta}_t + \theta_{xx} &= 0, & (t,x) &\in (0,T) \times (0,1), \\
\theta(t,0) &= 0, & t &\in (0,T), \\
\theta(t,1) &= u(t), & t &\in (0,T), \\
\theta(0,x) &= \theta_0(x), & x &\in (0,1).
\end{align}

The initial condition \(\theta_0\), the state \(\theta\), and the control \(u\) are complex-valued functions. Given any final time \(T > 0\) and any initial condition \(\theta_0 \in L^2(0,1)\), we explicitly build a regular control such that the state reached at \(T\) is exactly zero.

We use the so-called flatness approach, which consists in parametrizing the solution \(\theta\) and the control \(u\) by the derivatives of a “flat output” \(y\); this notion was initially introduced for finite-dimensional systems [5], and later extended to partial differential equations, see e.g. [10,29,30,19,38,27,26]. A similar flatness-based approach is used in [22] for explicitly establishing the null controllability of the heat equation, and generalized to 1D parabolic equations in [24], with a control comprising two phases: a first “regularization” phase, taking the irregular (namely, \(L^2(0,1)\)) initial state to a much more regular (namely, Gevrey of order \(1/2\)) intermediate state; and a second phase using the flat parametrization to transfer this intermediate state to zero; a similar approach is used in [28] in the case of a strongly degenerate parabolic equation. But whereas a zero control is sufficient in the first phase thanks to the natural smoothing effect of parabolic equations, the picture is very different for the Schrödinger equation, where no such smoothing effect exists with a zero control. Nevertheless, it is still possible to take the initial state to an intermediate state which is Gevrey of order \(1/2\) but with a well-chosen nonzero control; the idea, inspired by [32,17,33] is to interpret the problem as a Cauchy problem on \(\mathbb{R}\), where some smoothing effect does take place; notice our result
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improves [17], with a more direct proof: the trajectory in the first phase is Gevrey of order 1 in time and \( \frac{1}{2} \) in space, compared to order 2 in time and 1 in space for [17]. The second phase is then similar in spirit to the flatness-based control of [22,24,28]; with respect to [17], which solves an ill-posed problem in an abstract way, our control is explicitly given as a series.

Another contribution of this paper with respect to [22,24] is a cleaner construction of the control, which emphasizes that the key point for establishing the null controllability of a flat partial differential equation is to find a trajectory which connects the initial condition to a sufficiently regular intermediate state; the control in the two phases is then automatically deduced from this trajectory. This construction also eliminates the constraint on the intermediate time that was needed in the preliminary version of this paper [21].

The paper is organized as follows. In Section 2, we recall some preliminary notions. In Section 3, we precisely state what flatness means for the considered equation. In Section 4, we explicitly derive a control achieving null controllability. In Section 5, we detail how this control can be numerically implemented. Finally, we illustrate in Section 6 the effectiveness of the approach on a numerical example.

2 Preliminaries

We collect here a few definitions and facts that will be used throughout the paper.

We say \( y \in C^\infty([0,T]) \) is Gevrey of order \( s \geq 0 \) on \([0,T]\) if there exist positive constants \( M, R \) such that

\[
|y^{(p)}(t)| \leq M \frac{t^s}{p! R^p}, \forall t \in [0,T], \forall p \geq 0.
\]

More generally, if \( K \subset \mathbb{R}^2 \) is a compact set and \((t,x) \mapsto y(t,x)\) is a function of class \( C^\infty \) on \( K \) (i.e. \( y \) is the restriction to \( K \) of a function of class \( C^\infty \) on some open neighborhood \( \Omega \) of \( K \)), we say \( y \) is Gevrey of order \((s_1,s_2)\) on \( K \) if there exist positive constants \( M, R_1, R_2 \) such that for all \((t,x) \in K \) and \((p_1,p_2) \in \mathbb{N}^2\),

\[
|\partial_{t}^{p_1} \partial_{x}^{p_2} y(t,x)| \leq M \frac{p_1!p_2!^{s_2}}{R_1^{p_1} R_2^{p_2}}.
\]

By definition, a Gevrey function of order \( s \) is also of order \( r \) for \( r \geq s \). Gevrey functions of order 1 are analytic (entire if \( s < 1 \)). Gevrey functions of order \( s > 1 \) may have a divergent Taylor expansion: the larger \( s \), the “more divergent” the Taylor expansion. Important properties of analytic functions generalize to Gevrey functions of order \( s > 1 \): the scaling, addition, multiplication, inverse and derivation of Gevrey functions of order \( s > 1 \) is of order \( s \), see e.g. [39]. But contrary to analytic functions, Gevrey functions of order \( s > 1 \) may be constant on an open set without being constant everywhere. For example the “step function”

\[
\phi_s(\rho) := \begin{cases} 
1 & \text{if } \rho \leq 0 \\
0 & \text{if } \rho \geq 1 \\
e^{-\frac{M}{\rho - \frac{1}{2}} + \frac{2M}{\rho - \frac{1}{2}}}
& \text{if } \rho \in (0,1),
\end{cases}
\]

where \( M > 0 \) and \( \sigma := (s - 1)^{-1} \), is Gevrey of order \( s \) on \( \mathbb{R} \); notice \( \phi_s^{(i)}(0) = \phi_s^{(i)}(1) = 0 \) for all \( i \geq 1 \). The result stems from the fact that \( \rho \mapsto \mathbb{1}_{\mathbb{R}}(\rho) e^{-\frac{1}{\rho}} \) is Gevrey of order \( s \), which is classically proved thanks to the Cauchy integral formula, see [37, chapter 3.11] for particular cases and [19] for the general case.

From the two well-known properties of the Gamma function, see e.g. [1, section 6.1],

\[
\Gamma(\xi) \Gamma\left(\xi + \frac{1}{2}\right) = 2^{1-2\xi} \sqrt{\pi} \Gamma(2\xi) \quad \Gamma(\xi + a) \Gamma(\xi + b) \sim \xi^{a-1} \Gamma(\xi + b),
\]

we deduce at once

\[
\Gamma(2\xi + 1) \sim \frac{2^{2\xi}}{\sqrt{\pi} \xi} \Gamma(2\xi + 1). \quad (6)
\]

Recall that \( \Gamma(p+1) = p! \), when \( p \in \mathbb{N} \). Following the usual notation in the literature on asymptotics,

\[
f(\xi) \sim g(\xi) \quad \Leftrightarrow \quad \lim_{\xi \to +\infty} f(\xi) = 1.
\]

We will also use the obvious inequality

\[
\frac{(p + q)!}{p!q!} \leq 2^{p+q}. \quad (7)
\]

3 Flatness of the Schrödinger equation

In this section we show the system (1)–(4) is flat, with \( g := \theta_y(\cdot,0) \) as a flat output. Loosely speaking, it means there is a one-to-one correspondence between sufficiently regular solutions of (1)–(4) and sufficiently regular arbitrary functions \( g \). This property will be paramount to prove controllability in the next section.

We first notice that, given any \( C^\infty \) function \( Y \), the formal
series
\[ \theta(t, x) = \sum_{j \geq 0} \frac{x^{2j+1}}{(2j + 1)!} (-i)^j Y^{(j)}(t) \quad (8) \]
\[ u(t) = \sum_{j \geq 0} \frac{(-i)^j}{(2j + 1)!} Y^{(j)}(t) \quad (9) \]

obviously formally satisfy (1)–(3) and
\[ \theta_x(\cdot, 0) = Y. \quad (10) \]

The following property gives an actual meaning to these series when \( Y \) is regular enough.

**Proposition 1** Let \( s \in [0, 2) \), \(-\infty < t_1 < t_2 < \infty\), and assume \( Y \) is Gevrey of order \( s \) on \([t_1, t_2]\). Then \( \theta \) defined by (8) is Gevrey of order \((s, \frac{2}{s})\) on \([t_1, t_2] \times [0, 1]\); \( u \) defined by (9) is Gevrey of order \( s \) on \([t_1, t_2]\).

**PROOF.** We want to prove the formal series
\[ \partial_t^k \partial_x^l \theta(t, x) = \sum_{j+l \geq 2} \frac{x^{2j+1-l}}{(2j + 1 - l)!} (-i)^j Y^{(j+k)}(t) \quad (11) \]
is uniformly convergent on \([t_1, t_2] \times [0, 1]\), with an estimate of its sum of the form
\[ |\partial_t^k \partial_x^l \theta(t, x)| \leq C \frac{k! s!}{R_1^l R_2^k} \]
By assumption, there are constants \( M, R > 0 \) such that \( |Y^{(j)}(t)| \leq M j^s \) for all \( j \geq 0 \) and all \( t \in [t_1, t_2] \). Hence, for all \( (t, x) \in [t_1, t_2] \times [0, 1]\),
\[ \left| \frac{x^{2j+1-l} Y^{(j+k)}(t)}{(2j + 1 - l)!} \right| \leq \frac{M (j+k)^s}{R_1^j R_2^k (2j + 1 - l)!} \]
\[ \leq \frac{M'}{R_1^j R_2^k (2j + 1 - l)!} \]
\[ \leq \frac{M'' k^s}{R_1^{j+k} (2j + 1 - l)!} \]
\[ \leq \frac{M'' k^s}{R_1^{j+k} ((j+1)(2j+1)!)^2 (2j + 1 - l)!} \]
\[ \leq \frac{M'' k^s}{R_1^{j+k} \sqrt{2j+1-l} (2j+1)!} \]
\[ = M'' A_{j,l} \]

for some constants \( M'' \geq M' \geq M \); we have set \( R_1 := 2^{-s} R \) and
\[ A_{j,l} := \frac{\pi^2}{R_1^j (j+1)^2 (2j + 1 - l)!^{1-\frac{2}{s}}} \]

used (7) twice and (6) for \( \xi := j \). As \( \sum_{2j+1 \geq 1} A_{j,l} < \infty \) (ratio test), the series in (11) is uniformly convergent for all \( k, l \geq 0 \), implying \( \theta \in C^\infty([t_1, t_2] \times [0, 1]) \). Moreover,
\[ \sum_{2j+1 \geq 1} A_{j,l} = \frac{(2\pi)^2 \sqrt{R_1}}{\sqrt{R_1}} \sum_{p \geq 0} \frac{1}{\sqrt{R_1}^p (p + 1)^{1-\frac{2}{s}}} \leq C(R_1) \frac{1}{\sqrt{R_1}} \]
for \( C(R_1) \) large enough. Hence,
\[ |\partial_t^k \partial_x^l \theta(t, x)| \leq M'' C(R_1) \frac{k! s!}{R_1^l R_2^k}, \]
which proves \( \theta \) is Gevrey of order \((s, \frac{2}{s})\) on \([t_1, t_2] \times [0, 1]\).

As a simple consequence, \( u = \theta(\cdot, 1) \) is Gevrey of order \( s \) on \([t_1, t_2]\). \( \square \)

We can now give a precise meaning to (1)–(4) being flat with \( \theta_x(\cdot, 0) \) as a flat output:

- obviously, any solution \( \theta \) of (1)-(2) that is Gevrey of order \((s, \frac{2}{s})\) on \([0, T] \times [0, 1]\) – which implies \( u \) is Gevrey of order \( s \) on \([0, T] \) and \( \theta_0 \) is Gevrey of order \( s \) on \([0, 1]\) – uniquely determines the flat output \( \theta_x(\cdot, 0) \) as a function that is Gevrey of order \( s \) on \([0, T]\);
- conversely, any function \( Y \) Gevrey or order \( s \) on \([0, T] \times [0, 1]\) gives rise by (8) to a solution \( \theta \) of (1)-(2)-(10), which is Gevrey or order \((s, \frac{2}{s})\) on \([0, T] \times [0, 1]\); moreover, this solution is unique by the Holmgren theorem.

### 4 Controllability of the Schrödinger equation

We derive in the following Theorem 3 an explicit control steering the system from any initial state \( \theta_0 \in L^2(0, 1) \) at time 0 to the final state 0 at time \( T \). This proves null controllability, hence exact controllability since the Schrödinger equation is reversible with respect to time. This is a two-step procedure:

- we first apply a “smoothing” control till some arbitrary intermediate time \( \tau < T \) so as to reach a “smooth” intermediate state \( \theta(\tau, \cdot) \);
- we then apply a flatness-based control using the parametrization (9).

Notice that the initial-boundary value problem for the Schrödinger equation (1)–(4) with zero control does not smooth an \( L^2 \) initial condition into a state that is Gevrey of order \( \frac{2}{s} \) (all its eigenvalues are on the imaginary axis), which is in sharp contrast to the heat equation, see [22].

The control in the first phase, which therefore cannot be zero, is here obtained by using the dispersive effect of the Schrödinger equation on \( R \), according to the following proposition.
Proposition 2 Let $\theta_0 \in L^2(0, 1)$, and define its odd extension $\theta_0^{\text{odd}} \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ by

$$\theta_0^{\text{odd}}(x) := \begin{cases} 
\theta_0(x) & \text{if } x \in (0, 1), \\
-\theta_0(-x) & \text{if } x \in (-1, 0), \\
0 & \text{if } x \in (-\infty, -1] \cup [1, +\infty).
\end{cases}$$

Introduce also the fundamental solution of the Schrödinger equation $E(t, x) := e^{it^2/4\pi i}$. Then the function defined by $\theta^{\text{odd}}(0, \cdot) := \theta_0^{\text{odd}}$ and

$$\theta^{-}(t, x) := \int_{-1}^{1} E(t, x - y)\theta^{\text{odd}}(y)\,dy, \quad (t, x) \in \mathbb{R}^* \times \mathbb{R}$$

enjoys the following properties:

(i) $\theta^{-}$ belongs to $C^\infty(\mathbb{R}^* \times \mathbb{R})$

(ii) $\theta^{-}$ is Gevrey of order $(1, \tfrac{1}{2})$ on $[t_1, t_2] \times [-L, L]$ for all $0 < t_1 < t_2$ and $L > 0$.

(iii) $\theta^-(t, -x) = -\theta^-(t, x)$ for all $(t, x) \in \mathbb{R}^* \times \mathbb{R}$.

(iv) $\theta^-(0, \cdot) \times \theta(0, \cdot)$ is the solution of (1)-(4), where the control in (3) is given by $u(t) := \theta^{-}(t, 1)$

(v) $t \mapsto \theta^{-}(t, \cdot)$ belongs to $C(\mathbb{R}, L^2(\mathbb{R}))$

(vi) $\|\theta^{-}(t, \cdot)\|_{L^2(\mathbb{R})} = \sqrt{2}\|\theta_0\|_{L^2(\{0\})}$ for all $t \in \mathbb{R}$

(vii) $t \mapsto \|\theta^{-}(t, \cdot)\|_{L^\infty(\mathbb{R})}$ belongs to $L^1(\mathbb{R})$.

PROOF. We start by estimating the growth of the derivatives of $E$; notice $E_t = iE_{xx}$ (since $E$ is the fundamental solution of (1)). It is well-known, see e.g. [36, (5.5.3)], that

$$\frac{d^k}{dz^k} e^{-z^2} = (-1)^k e^{-z^2} H_k(z),$$

where the $H_k$ are the (physicists) Hermite polynomials, which satisfy $H_0(x) = 1$, $H_1(x) = 2x$ and

$$H_{k+1}(x) = 2xH_k(x) - 2kH_{k-1}(x). \quad (12)$$

As a straightforward consequence,

$$\partial_x^k E(t, x) = \frac{(-1)^k}{(4it)^{\frac{k}{2}}} H_k \left( \frac{x}{\sqrt{4it}} \right) E(t, x) = \frac{(-1)^k}{\sqrt{(4it)^{k+1}}} e^{-\left(\frac{x^2}{4it}\right)^{2}} H_k \left( \frac{x}{\sqrt{4it}} \right). \quad (13)$$

On the other hand, see e.g. [36, Theorem 8.22.7],

$$\frac{\Gamma(\frac{k}{2} + 1)}{\Gamma(k + 1)} e^{-\frac{z^2}{2}} H_k(z) \sim \cos \left( z\sqrt{2k + 1} - \frac{k\pi}{2} \right)$$

uniformly for $|z| \leq A$ however the positive constant $A$. As an immediate consequence,

$$\left| e^{-\frac{z^2}{2}} H_k(z) \right| \leq M(A) \frac{\Gamma(k + 1)}{\Gamma(\frac{k}{2} + 1)} e^{A\sqrt{2k}} \quad (14)$$

for $M(A)$ large enough. Taking $z := \frac{t}{\sqrt{4it}}$ with $|x| \leq L$ and $|t| \geq t_1$, hence $|z| \leq A := \frac{L}{\sqrt{4it}}$, we then get

$$\left| \partial_x^k E(t, x) \right| = \frac{e^{-\frac{z^2}{2}}}{\sqrt{\pi \left| 4it \right|^{\frac{k}{2}}}} e^{-\frac{z^2}{2}} H_k(z)$$

$$\leq \frac{e^{\frac{z^2}{2}} M(A)}{\sqrt{\pi \left| 4it \right|^{\frac{k}{2}}}} \frac{\Gamma(k + 1)}{\Gamma(\frac{k}{2} + 1)} e^{A\sqrt{2k}}$$

$$\sim k \rightarrow \infty \frac{e^{\frac{z^2}{2}} M(A)}{k^{\frac{k}{2}}} e^{A\sqrt{2k}} k^{-\frac{1}{2}} \leq M'(t_1, A) \frac{k^{\frac{k}{2}}}{R^{\frac{k}{2}}} \quad (15)$$

for any $R \in (0, \sqrt{2t_1})$ and $M'(t_1, A)$ large enough; the third line comes from (6) with $\xi := \frac{k}{2}$. As $E_t = iE_{xx},$

$$\left| \partial_x^k \partial_t^l E(t, x) \right| = \left| \partial_x^{k+l} E(t, x) \right|$$

$$\leq M'(t_1, A) \frac{(k + 2l)!^{\frac{k}{2}}}{R^{k+2l}} \leq M'(t_1, A) \frac{2^{\frac{k}{2} + l} \Gamma(k + 2l)!^{\frac{k}{2}}}{R^{k+2l}} \leq M''(t_1, A) \frac{k^{\frac{k}{2}}}{(\frac{R^{\frac{k}{2}}}{k^{\frac{k}{2}}})^{k+2l}} \quad (15)$$

for $M''(t_1, A)$ large enough; we have used (7) to get the second line, and (6) with $\xi := l$ to get the last line.

This implies that for all compact set $K$ of $\mathbb{R}^* \times \mathbb{R}$ and $k, l \in \mathbb{N}$, there is a constant $M_{K, k, l} > 0$ such that

$$\sup_{(t, x) \in K} \left| \partial_x^k \partial_t^l E(t, x - y) \right| \leq M_{K, k, l, y} \quad (16)$$

for all $y \in [-1, 1]$. We can now establish (i) by a standard argument of differentiation under the integral sign. Indeed:

- The function $y \mapsto E(t, x - y)\theta_0^{\text{odd}}(y)$ belongs to $L^1(\mathbb{R})$ for all $(t, x) \in \mathbb{R}^* \times \mathbb{R}$.
- The function $(t, x) \mapsto E(t, x - y)\theta_0^{\text{odd}}(y)$ belongs to $C^\infty(\mathbb{R}^* \times \mathbb{R})$ for almost all $y \in [-1, 1]$.
- $|\partial_x^k \partial_t^l E(t, x - y)\theta_0^{\text{odd}}(y)| \leq M_{K, k, l, y}\theta_0^{\text{odd}}(y)$ for almost all $y \in [-1, 1]$ and all $(t, x) \in K.$
We then have (ii), since by (15),
\[
|\partial_x^2 \theta_x^\tau(t, x)| = \left| \int_{-1}^1 \partial_x^{k+2l} E(t, x - y)\theta_0^{odd}(y) dy \right| \\
\leq 2M'(t_1, L + 1) \|\theta_0\|_{L^1(0, 1)} \frac{k! l!}{(\frac{R}{\sqrt{2}})^{k+2l}}(\frac{R}{\sqrt{2}})^{2l}
\]
for all \((t, x) \in [t_1, t_2] \times [-L, L].\)

Statement (iii) follows from the change of variable \(y \mapsto x + y\) applied to \(\theta^\tau(t, -x)\) and the definition of \(\theta_0^{odd}.\)

\(\theta^\tau\) is the (mild) solution of the Cauchy problem
\[
i\theta_t + \phi_{xx} = 0, \quad (t, x) \in \mathbb{R}^2 \\
\theta(0, x) = \theta_0^{odd}(x), \quad x \in \mathbb{R},
\]
see [14, section 4.1] or [3, section 2.1]; in particular (v) holds true. Obviously \(\theta^\tau(0, 0) = 0\) and \(\theta^\tau(t, 1) = u(t)\) for \(t > 0\), which implies (iv).

For all \(t \in \mathbb{R}, \|\theta^\tau(t, \cdot)\|_{L^2(\mathbb{R})} = \|\theta_0^{odd}\|_{L^2(\mathbb{R})},\) see [14, section 4.1] or [3, section 2.1]; (vii) then obviously follows from the definition of \(\theta_0^{odd}..\)

Finally, (vii) is Strichartz’s estimate for the admissible pair \((4, +\infty),\) see [14, section 4.2] or [3, section 2.3]. □

**Theorem 3** Let \(\theta_0 \in L^2(0, 1)\) and \(T > 0\) be given. Pick any \(\tau \in (0, T)\) and any \(s \in (1, 2).\) Define
\[
Y(t) := \phi_s\left(\frac{t - \tau}{T - t}\right)\theta^\tau(t, 0),
\]
with \(\theta^\tau\) as in Proposition 2 and \(\phi_s,\) a Gevrey step function of order \(s\) such as (5). Then the control
\[
u(t) := \begin{cases} 
\theta^\tau(t, 1) & \text{if } 0 \leq t \leq \tau, \\
\sum_{j \geq 0} (-i)^j \frac{(2j + 1)!}{Y(j)(t)} & \text{if } \tau < t \leq T
\end{cases}
\]
steers (1)-(4) from \(\theta_0\) to \(\theta(T, \cdot) = 0;\) \(u\) belongs to \(L^4(0, T),\) and is Gevrey of order \(s\) on \([\varepsilon, T] \times [0, 1]\) for all \(\varepsilon \in (0, T).\) The corresponding solution of (1)-(4) is given by
\[
\theta(t, x) := \begin{cases} 
\theta^\tau(t, x) & \text{if } 0 \leq t \leq \tau, \\
\sum_{j \geq 0} (-i)^j \frac{x^{2j+1}}{(2j + 1)!} Y(j)(t) & \text{if } \tau < t \leq T
\end{cases}
\]
to \(\theta(t, \cdot)\) belongs to \(C([0, T], L^2(0, 1)),\) and \(\theta\) is Gevrey of order \((s, \frac{3}{2})\) on \([\varepsilon, T] \times [0, 1]\) for all \(\varepsilon \in (0, T).\)

**Remark 4** Notice the flatness property is used twice in the design of the control: of course in the very definition of the second phase through the parametrization (9); and also in the definition of \(Y(t)\) through \(\theta^\tau(t, \cdot),\) which is the value of the flat output as computed in the first phase. This shows that the key point for establishing the null controllability of a flat partial differential equation is to find a trajectory which connects the initial condition to a sufficiently regular intermediate state; the control in the two phases is then automatically deduced from this trajectory. Though this is not completely apparent, this argument underlies the construction of the control in [22,24]. Notice also that the construction of Theorem 3 is much simpler than the construction in the preliminary version [21], as it avoids the additional series in Lemma 5, and removes the restriction \(\tau > \frac{3}{4}T.\)

**PROOF.** By Proposition 2(iv), \(\theta^\tau\) is the solution of (1)-(4) on \([0, T] \times [0, 1];\) by (v), \(t \mapsto \theta^\tau(t, \cdot)\) is in \(C(\mathbb{R}, L^2(\mathbb{R})),\) and a fortiori in \(C([0, T], L^2(0, 1)).\) It eventually belongs to \(C([0, T], L^2(0, 1))\) as an obvious consequence of its Gevrey regularity away from 0, to be proved in the sequel.

By Proposition 2(ii), \(\theta^\tau\) is Gevrey of order \((1, \frac{1}{2})\) on \([\varepsilon, T] \times [0, 1]\) for all \(\varepsilon \in (0, T),\) and a fortiori Gevrey of order \((s, \frac{3}{2})\) since \(s > 1.\) In particular, \(\theta^\tau(t, \cdot)\) is Gevrey of order \(\frac{3}{4},\) hence entire, for \(t \in [\varepsilon, T];\) since it is moreover odd by Proposition 2(iii), it can be expanded as
\[
\theta^\tau(t, x) = \sum_{j \geq 0} \frac{(-i)^j x^{2j+1}}{(2j + 1)!} \theta_x^{2j+1}(t, 0) = \sum_{j \geq 0} \frac{(-i)^j x^{2j+1}}{(2j + 1)!} \partial_x^{2j+1} \theta^\tau(t, 0).
\]
Also \(\theta^\tau(\cdot, 0)\) is Gevrey of order \(s\) on \([\varepsilon, T];\) and so is \(Y,\) as the product of two Gevrey functions of order \(s.\) By Proposition 1, the series in (19) is Gevrey of order \((s, \frac{3}{2})\) on \([\varepsilon, T] \times [0, 1]\) and satisfy (1)-3. Moreover, (18) and (19) agree on \([\varepsilon, T] \times [0, 1].\) Indeed, \(\phi_s\left(\frac{t - \tau}{T - t}\right) = 1\) for \(t \leq \tau,\) hence \(Y(t) = \theta^\tau(t, 0);\) by (20), this implies
\[
\sum_{j \geq 0} \frac{(-i)^j x^{2j+1}}{(2j + 1)!} Y(j)(t) = \theta^\tau(t, x).
\]
Therefore, \(\theta\) given by (18)-(19) is Gevrey of order \((s, \frac{3}{2})\) on \([\varepsilon, T] \times [0, 1],\) and is the solution of (1)-(4). Finally, \(\theta(T, \cdot) = 0;\) indeed, \(\phi_s^{(m)}(1) = 0\) for \(m \in \mathbb{N},\) which implies \(Y(j)(T) = 0\) for \(j \in \mathbb{N}.\)

Since the control \(u\) defined by (16)-(17) is equal to \(\theta^\tau(\cdot, 1),\) it is Gevrey of order \(s\) on \([\varepsilon, T].\) Moreover, Proposition 2(vii) implies in particular that \(u\) is in \(L^4[0, T],\) hence in \(L^4[0, T].\) □
5 Numerical implementation of the control

Theorem 3 provides an explicit expression for the control. We now detail how this expression can be effectively implemented in practice. The fact that a small error on the so computed control yields a small error on the final state follows from classical semigroup arguments.

5.1 First phase

The control in the first phase is given by the integral

$$\theta^-(t, 1) := \frac{1}{\sqrt{4\pi t}} \int_{-1}^{1} e^{i\frac{(y-t)^2}{4t}} \theta^a(y)dy. \quad (21)$$

This integral is difficult to evaluate numerically when \( t \) gets small, because of the oscillating singularity at \( t = 0 \). A much better alternative is to expand it asymptotically. We thus recall the basics of asymptotic expansion of integrals of the form

$$I(\lambda) := \int_a^b f(y)e^{i\lambda(y-y)^2} dy, \quad a < b \leq \bar{y},$$

when the real parameter \( \lambda \) tends to \(+\infty\), and refer the reader to [2, chapter 6] for a detailed account. The fundamental result is the following: consider the integral

$$J(\lambda) := \int_0^{+\infty} F(u)e^{i\lambda u} du,$$

where \( \varepsilon = \pm 1 \) and \( F \) is such that

- \( F(u) = 0 \) when \( u > \bar{u} \), for some \( \bar{u} > 0 \)
- \( F \in C^M(0, +\infty) \) for some \( M \in \mathbb{N} \)
- as \( u \to 0^+ \), \( F \) has the asymptotic expansion

$$F(u) = \sum_{m=0}^{M} p_m u^{a_m} + o(u^{a_M}), \quad (22)$$

with \( \Re(a_0) < \cdots < \Re(a_M) \); as usual, the “little-o” symbol in \( \xi = o(\zeta) \) is used to mean \( \frac{\xi}{\zeta} \to 0 \)
- the asymptotic expansion as \( u \to 0^+ \) of \( F^{(1)}, \ldots, F^{(M)} \) is obtained by differentiating \( (22) \) term-by-term.

Then, as \( \lambda \to +\infty \), \( J(\lambda) \) has the asymptotic expansion

$$J(\lambda) = \sum_{m=0}^{M} p_m \frac{\Gamma(1 + a_m)}{\Lambda^{1+a_m}} e^{i\frac{\xi}{\Lambda}(1+a_m)} + o(\lambda^{-1-a_M}). \quad (23)$$

This result can be formally obtained by replacing \( F \) by its asymptotic expansion \( (22) \) in the integral and integrating term-by-term; the difficult part is to justify this process, since \( (22) \) makes sense only near 0 and certainly not in the whole range of integration.

To evaluate \( I(\lambda) \), we first “isolate” the endpoints of integration, see [2, section 3.3]: we take a function \( \chi_a \in C^\infty(\mathbb{R}) \) which is identically 1 around \( a \) and identically 0 around \( b \) (such a function is for instance readily built from the Gevrey step function \( \phi_{\varepsilon} \) \( (5) \)), and set \( \chi_b := 1 - \chi_a \). We then have

$$I_a(\lambda) := \int_a^b \chi_a(y)f(y)e^{i\lambda(y-y)^2} dy$$

$$I_b(\lambda) := \int_a^b \chi_b(y)f(y)e^{i\lambda(y-y)^2} dy.$$

By suitable changes of variables, \( I_a(\lambda) \) and \( I_b(\lambda) \) are next reduced to forms similar to \( J(\lambda) \). Setting \( r := b - y \) and \( u := r(2b + r) \), with \( b := y - b \), readily yields

$$I_b(\lambda) = e^{i\lambda b^2} \int_0^{+\infty} \left. \frac{(\chi_b f)(b - r)}{2(b + r)} \right|_{r = -\bar{b} + \sqrt{\bar{b}^2 + u}} e^{i\lambda u} du.$$

Taking the asymptotic expansion of the integrand as \( u \to 0^+ \), we can now use the fundamental result \( (23) \). Finally, since \( \chi_b f = f \) around \( b \), \( (\chi_b f)(b - r) \) and \( f(b - r) \) have the same asymptotic expansion as \( r \to 0^+ \), which means the asymptotic expansion of \( I_b(\lambda) \) as \( \lambda \to +\infty \) does not depend on \( \chi_b f \), but only on \( f \). The process is similar with \( I_a \); we set \( s := -a \) and \( u := s(2a - s) \), with \( a := y - a \), which yields

$$I_a(\lambda) = e^{i\lambda a^2} \int_0^{+\infty} \left. \frac{(\chi_a f)(a + s)}{2(a - s)} \right|_{s = \bar{a} - \sqrt{\bar{a}^2 - u}} e^{i\lambda u} du,$$

and then use \( (23) \).

From the previous discussion, \( I(\lambda) \) can be asymptotically expanded if \( f \) is smooth enough on \((a, b)\) and has well-behaved asymptotic expansions (similar to those required for \( F \)) as \( y \to a^+ \) and \( y \to b^- \). If \( f \) does not enjoy these properties on the whole interval \([a, b]\), but does so on each subinterval \([c_n, c_{n+1}] \) of a partition \( c_0 := a < c_1 < \cdots < c_N := b \), we can write

$$I(\lambda) = \sum_{n=0}^{N-1} \int_{c_n}^{c_{n+1}} f(y)e^{i\lambda(y-y)^2} dy,$$

and handle each integral as before. In other words, only \( a, b \), and the points where \( f \) or its derivatives (below some prescribed order depending on the sought order of the expansion) is discontinuous or singular contribute to the expansion; notice that if we artificially introduce an intermediate point \( c_m \) where \( f \) is smooth enough, the contribution of this point will be zero since in this case \( I_{c_m}(\lambda) + I_m^0(\lambda) = 0 \).

Remark 5 There are marked differences between the cases \( \bar{y} > b \) and \( \bar{y} = b \). Indeed, assume the leading
term in the asymptotic expansion of \( f(b - r) \) is proportional to \( r^{\alpha_n-1} \); when \( \tilde{y} > b \), the leading term of the asymptotic expansion is proportional to \( u^{\alpha_n-1} \), whereas it is proportional to \( u^{2\alpha_n-1} \) when \( \tilde{y} = b \). Accordingly, the leading term of \( I_n(\lambda) \) is proportional to \( e^{i(\tilde{y} - b)^2/\lambda} \) when \( \tilde{y} > b \), and proportional to \( \lambda^{-\beta_n} \) when \( \tilde{y} = b \). Similarly, since \( \tilde{y} > a \), if the leading term in the asymptotic expansion of \( f(a + s) \) is proportional to \( s^{\alpha_n-1} \), the leading term of \( I_n(\lambda) \) is proportional to \( e^{i(\tilde{y} - b)^2/\lambda} \).

Remark 6 There is a similar but more complicated result, see [2, section 6.3], when, instead of (22), \( F \) has the more general asymptotic expansion

\[
F(u) = \sum_{m=0}^{M} \sum_{n=0}^{N(m)} p_{mn} u^n (\log u)^n + o\left(n^{\alpha_m} (\log u)^M\right).
\]

We can thus compute (21) by setting \( f(y) := \frac{\sigma^{\text{odd}}(y)}{\sqrt{4\pi y}} \) and \( \lambda := \frac{1}{c_n} \); \( \sigma^{\text{odd}} \) is assumed smooth enough on each subinterval \([c_n, c_{n+1})\] of a partition \( c_0 := -1 < c_1 < \cdots < c_N := 1 \), with well-behaved asymptotic expansions as \( y \to c_n \) and \( y \to c_{n+1} \). Notice that since by assumption \( \theta_0 \in L^2(0,1) \), the leading term in the asymptotic expansion of \( \sigma^{\text{odd}}(c_n + s) \) (resp. \( \sigma^{\text{odd}}(c_n - r) \)) is proportional to \( s^{\alpha_n-1} \), with \( c_{n+1} > \lambda/2 \) (resp. proportional to \( r^{\alpha_n-1} \), with \( c_n > \lambda/2 \)). In view of Remark 5, this means the leading term in the asymptotic expansion of (21) due to \( c_n, i = 0, \ldots, N - 1 \), is proportional to \( e^{i(1 - \alpha_n)^2/\lambda} \phi_n^{\alpha_n-1} \) (resp. due to \( c_n, i = 1, \ldots, N - 1 \) is proportional to \( e^{-i(1 - \alpha_n^2)/\lambda} \phi_n^{\alpha_n-1} \)), hence tends to 0 in an oscillatory way. On the other hand, the leading term due to \( c_N = 1 \) is proportional to \( e^{i(1 - \alpha_n)^2/\lambda} \phi_n^{\alpha_n-1} \), hence is not oscillatory but possibly singular if \( \theta_0 \) is itself singular at \( y = 1 \); since \( \frac{\sqrt{\alpha_n - 1}}{2} > \lambda / 2 \), this term nonetheless belongs to \( L^2(0) \), which is of course in accordance with (vii) of Proposition 2.

5.2 Second phase

To compute sufficiently many terms in the series (17), an efficient way is to proceed recursively; moreover, the various terms must be properly scaled to accommodate finite precision arithmetics.

Following Appendix A, we first compute

\[
\tilde{\phi}_k(t) := \frac{(T - \tau)^k}{(2k)!} \frac{d^k}{dt^k} \left[ \phi_s \left( \frac{t - \tau}{T - \tau} \right) \right] = \frac{1}{(2k)!} \phi^{(k)} \left( \frac{t - \tau}{T - \tau} \right),
\]

We emphasize that \( \phi^{(k)} \left( \frac{t - \tau}{T - \tau} \right) \) is the \( k \)-th derivative of \( \phi_s \) evaluated at \( \frac{t - \tau}{T - \tau} \), whereas \( \frac{d^k}{dt} \left[ \phi_s \left( \frac{t - \tau}{T - \tau} \right) \right] \) is the \( k \)-th derivative of \( t \mapsto \phi_s(t) := \phi_s \left( \frac{t - \tau}{T - \tau} \right) \), i.e., \( \varphi^{(k)}(t) \).

We next compute

\[
\tilde{y}_k(t) := \frac{\tau^k}{k!} \partial^k \tilde{\phi}_k(t, 0).
\]

It can be checked directly that \( \partial_s E \) satisfies the recurrence relation

\[
\partial^k E \partial_{x} E(t, x) = - \frac{1}{4(k + 1)!} \left( (ix^2 + 2t(4k + 3)) \partial^k \partial_{x} E(t, x) + 2(2k + 1) \partial^k \partial_{x} E(t, x) \right);
\]

this can also be seen as a consequence of (12) and (12). Since \( \partial_s E(t, x) := \frac{\dot{E}(t,x)}{t} \), this immediately implies

\[
\tilde{F}_{k+1}(t, x) = \frac{-1}{4(k + 1)!} \left( (ix^2 + 2t(4k + 3)) \tilde{F}_k(t, x) + 2(2k + 1) \tau \tilde{F}_{k-1}(t, x) \right),
\]

where \( \tilde{F}_k(t, x) := \frac{\tau^k}{k!} \partial^k F(t, x) \). On the other hand,

\[
\theta^s_x(t, 0) = -\int_{-1}^{1} \partial_s E(t, y) \theta^{\text{odd}}(y) dy = \frac{-i}{2} \int_{-1}^{1} E(t, y) y \theta^{\text{odd}}(y) dy
\]

\[
= -i \int_{-1}^{1} F(t, y) \theta(y) dy,
\]

since the integrand in the second line is even. Finally,

\[
\tilde{y}_k(t) = -i \int_{-1}^{1} \tilde{F}_k(t, y) \theta(y) dy,
\]

with \( \tilde{F}_k \) given by (24). As \( t > \tau \), performing the numerical integration causes no practical problem, unless \( \tau \) is chosen very small.

We finally compute the scaled derivatives of \( Y \) using the general Leibniz rule,

\[
\frac{Y^{(j)}(t)}{(2j)!} = \frac{1}{(2j)!} \sum_{k=0}^{j} \binom{j}{k} \partial^k \tilde{\phi}_x^{(j-k)}(0) \frac{d^{j-k} \tilde{\phi}_x}{dt^{j-k}} \left( t - \tau \right)
\]

\[
= \sum_{k=0}^{j} \binom{j}{k} \frac{(2j - 2k)!}{(2j)!} \frac{1}{(j - k)! \tau^k} \tilde{y}_k(t) \tilde{h}_k(t);
\]

the coefficient \( d^j_k := \frac{(2j - 2k)!}{(2j)(j - k)! \tau^k} \) is best computed recursively by \( d^j_0 = 1 \) and \( d^j_k = \frac{d^{j-1}}{2\tau(2j - 2k + 1)} \).
The control in the second phase is eventually obtained by truncating the series (17) and expressing it in terms of the scaled derivatives of $Y$, which yields

$$u(t) = \sum_{j=0}^{J} \frac{(-i)^j Y^{(j)}(t)}{(2j + 1) (2j)!}.$$  \hfill (25)

6 Numerical experiments

We now illustrate the effectiveness of the approach on a numerical example. The Matlab source code is freely available as ancillary files to the preprint [25]. We choose as initial condition

$$\theta_0(x) := \begin{cases} 
  x + 1 - i, & 0 < x \leq 0.3 \\
  x + 1 + i(x - 0.3)^{-1/4}, & 0.3 < x \leq 0.6 \\
  e^{2(x - 0.6)} + i(x - 0.3)^{-1/4}, & 0.6 < x \leq 1,
\end{cases}$$
displayed in Fig. 1, and we want to steer the system to zero at time $T := 0.4$, with intermediate time $\tau := 0.05$. Notice the initial condition is rather challenging, since it does not satisfy the boundary conditions, has discontinuities, and a singularity (it can be shown to belong only to $H^s(0, 1), s < \frac{1}{4}$).

The control, computed as explained in section 5, is shown in Fig. 2. For the second phase, the control is given by (25), with $s := 1.7, M = 0.8$ and $j := 50$; the figure also shows that the contribution of the 30 following terms in the series is very small. For the first phase, the integral (21) is evaluated by an asymptotic expansion for $0 \leq t < 10^{-3}$, and by a numerical quadrature (with Matlab `quadgk`) for $10^{-3} \leq t < \tau$; the expansion uses sufficiently many terms so that the neglected terms have order $\frac{11}{2}$. Fig. 3 displays the beginning of the first phase, together with the error between the “exact” values computed by numerical integration and the values obtained by expansion. The error is as expected of order $\frac{11}{2}$; notice `quadgk` begins to have trouble evaluating the integral with a good accuracy when $t < 10^{-3}$. The control in the first phase, which is very oscillatory at the beginning because of the discontinuities and singularities of $\theta_0^{bd}$, gradually calms down.

This control is then applied to the numerically simulated system. The numerical scheme is a fixed-step Crank-Nicolson scheme; due to the oscillatory nature of the Schrödinger equation, a small diffusion term $dx^2 \frac{\partial \hat{\theta}}{\partial x}$, where $dx$ is the space step, is added to avoid spurious oscillations. For the same reasons, it is necessary to use very fine space and time grids to get a good accuracy. The scheme is initialized with four backward Euler half-steps to better handle the discontinuities in the initial condition (so-called “Rannacher time-stepping” [31]). Fig. 4 displays the whole evolution of the system; the final error is about $1.5 \times 10^{-3}$. Fig. 5 zooms on the first phase; it can be seen that the control has as anticipated a smoothing effect, after a very oscillatory transient. Fig. 6 zooms further on the very beginning of the motion; it shows how the discontinuities and singularity of the initial condition generate the initial oscillatory behavior.
Figure 3. Control $u(t)$ at the beginning of first phase: real part (top) and imaginary part (middle). Bottom: error between asymptotic expansion and numerical integration (blue), graph of $t \mapsto 5 \times 10^7 t^{3/2}$ (red).

The influence of $\tau$ on the shape of the trajectory, as well as the influence of the order and type of the Gevrey step, is an interesting and open question; see [23] for some numerical experiments in that regard.

References


Figure 5. Evolution of $\theta$, zoom on first phase: real part (top) and imaginary part (bottom).


Figure 6. Evolution of $\theta$, zoom on beginning of first phase: real part (top) and imaginary part (bottom).


A Recursive computation of \( r^j \phi_s^{(j)} \)

A practical problem when implementing the control in the second phase is to evaluate sufficiently many derivatives of \( \phi_s \), see section 5.2. An efficient way is to proceed recursively, with a suitable scaling to accommodate finite precision arithmetics.

Let \( u(\rho) := -\frac{M}{\rho} \). Then \( \rho u' = -\sigma u \), and applying the general Leibniz rule yields

\[
\rho u^{(j)} + (j-1)u^{(j-1)} = -\sigma u^{(j-1)}.
\]

After scaling, this gives at once

\[
\rho \frac{r^j u^{(j)}}{j!} = -\left(1 + \sigma - \frac{1}{j}\right) \frac{r^{j-1} u^{(j-1)}}{(j-1)!}.
\]

Similarly, the derivatives of \( v(\rho) := -\frac{M}{(1-\rho)} \) satisfy

\[
(1-\rho) \frac{r^j v^{(j)}}{j!} = r \left(1 + \sigma - \frac{1}{j}\right) \frac{r^{j-1} v^{(j-1)}}{(j-1)!}.
\]

Consider now \( f(\rho) := e^{v(\rho)} \). Then \( f' = u' f \), and applying the general Leibniz rule yields

\[
f^{(j)} = \sum_{k=0}^{j-1} \binom{j-1}{k} u^{(k+1)} f^{(j-1-k)} = \sum_{k=1}^{j} \binom{j-1}{k-1} u^{(k)} f^{(j-k)}.
\]

After scaling, this gives at once

\[
\frac{\rho^j f^{(j)}}{(2j)!} = \sum_{k=1}^{j} c_k^j \frac{r^k u^{(k)} r^{j-k} f^{(j-k)}}{(2j-k)!},
\]

where \( c_k^j := k(2j-2k)! (j-k)! \). The \( c_k^j \) can be computed recursively by \( c_1^j = 1 \) and \( c_{k+1}^j = (2k+1) c_k^j \).

Similarly, the scaled derivatives of \( g(t) \) read

\[
\frac{\rho^j g^{(j)}}{(2j)!} = \sum_{k=1}^{j} c_k^j \frac{r^k u^{(k)} r^{j-k} f^{(j-k)}}{(2j-k)!}.
\]

Applying next the general Leibniz rule to \((f + g)\phi_s = g\) yields

\[
(f + g)\phi_s^{(j)} + \sum_{k=1}^{j} \binom{j}{k} (f + g)\phi_s^{(j-k)} = g^{(j)}.
\]

After scaling,

\[
\frac{(f + g)\phi_s^{(j)}}{(2j)!} = \sum_{k=1}^{j} \frac{d_k^j}{(2j)!} \frac{r^k u^{(k)} + r^k g^{(k)} r^{j-k} \phi_s^{(j-k)}}{(2j-k)!},
\]

where \( d_k^j := (2k+1)(2j-2k)! (j-k)! \). The \( d_k^j \) can be computed recursively by \( d_0^j = 1 \) and \( d_{k+1}^j = \frac{2k-1}{2j-2k+1} d_k^j \).

Setting \( \tilde{u}^j := \frac{r^j u^{(j)}}{j!} \), \( \tilde{v}^j := \frac{r^j v^{(j)}}{j!} \), \( \tilde{f}^j := \frac{r^j f^{(j)}}{j!} \), and \( \tilde{g}^j := \frac{r^j g^{(j)}}{j!} \), we finally obtain \( \tilde{\phi}_s := \frac{r^j \phi_s^{(j)}}{(2j)!} \) recursively by

\[
\tilde{u}^0 = u, \quad \tilde{v}^0 = \tilde{v} = \rho + \frac{1}{\rho} \frac{\sigma - 1}{j} \tilde{u}^{j-1}, \quad \tilde{f}^0 = f, \quad \tilde{g}^0 = g, \quad \tilde{\phi}_s = \phi_s.
\]

These formulas can then be directly implemented for instance in Matlab.