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SUMMARY

Full waveform inversion (FWI) is a powerful method to estimate high-resolution physic
parameters of the subsurface by iteratively minimizing the mis t between the observed anhd
synthetic seismic data. Standard FWI algorithms measure seismic mis t between amplitugle-
preserved seismic data (true-amplitude FWI). However, in order to mitigate the variati@s
in sources and recording systems acquired on complex geological structures and the physics
that cannot be modelled using an approximation of the seismic wave equation, the obsei%\/ed
and synthetic seismic data are normalized trace-by-trace and then used to perform F%NI
Trace-by-trace normalization removes the amplitude effects related to offset variations and
only keeps the phase information. Furthermore, trace-by-trace normalization changes the3rue
amplitude difference because of different normalization factors used for the correspondgng
synthetic and observed traces. In this paper, we study the performance of true-amplittide
FWI and trace-normalized-residual-based FWI in the time domain. The mist function %
trace-normalized-residual-based FWI is de ned such that the adjoint source used in gradient
calculation is the trace-normalized seismic residual. We compare the two inversion schefpes
with synthetic seismic data simulated on laterally invariant models and the more complex Z-D
Marmousi model. In order to simulate realistic scenarios, we perform the elastic FWI ignorig
attenuation to noisy seismic data and to the synthetic data modelled using a viscoel%tic
modelling scheme. Comparisons of seismic data and adjoint sources show that trace2oy-
trace normalization increases the magnitude of seismic data at far offsets, which are ustally
more cycle-skipped than those at near offsets. The inverted results on linear-gradient mﬁels
demonstrate that trace-by-trace normalization increases the non-linearity of FWI, so an mglal
model with suf cientaccuracy is required to guarantee the convergence to the global m|n|mlgn.
The inverted results and the nal seismic residuals computed using seismic data without tr&te-
by-trace normalization demonstrate that true-amplitude FWI provides inverted models with
higher accuracy than trace-normalized-residual-based FWI, even when the unknown deﬁsity
is updated using density—velocity relationship in inversion or in the presence of noise éfnd
complex physics, such as attenuation.
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of the propagated wavelength, which is much higher than that of

INTRODUCTION . . . C .
inversion methods using only traveltime information, such as wave

Full waveform inversion (FWI), rst proposed by Lailyi983 and equation traveltime tomography (e.g. Luo & Schusi®®1 Wang

Tarantola 1984, is an advanced geophysical imaging technique et al.2014).

that attempts to retrieve quantitatively high-resolution physical pa-  FWI is generally described as a local non-linear least-squares
rameters of the subsurface from seismic data (Virieux & Operto (LS) optimization problem and is usually solved using gradient-
2009. By taking into account traveltimes, amplitude and phase in- based approaches (Virieux & Oper2009. Given an initial esti-
formation, FWI can, in principle, effectively reconstruct the medium mation of the elastic parameters with good accuracy, FWIimproves
and short wavelength components of the elastic parameters (Neveghis initial estimation by iteratively minimizing the mismatch be-

& Singh 1996. Theoretically, FWI has a resolution power of half tween the observed data and synthetic data, the latter being mod-

¢ The Author(s) 2019. Published by Oxford University Press on behalf of The Royal Astronomical Society. This is an Open Access
article distributed under the terms of the Creative Commons Attribution Licétge/(creativecommons.org/licenses/by/f.@/hich 1421
permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.


http://orcid.org/0000-0003-0852-2658
mailto:zhikaiwang1992@gmail.com
http://creativecommons.org/licenses/by/4.0/

1422  Z.Wang, Satish C. Singh and M. Noble

elled using a wave equation solver. The updated perturbation, thattrue amplitude difference between these two traces, which corre-
is gradient, is explicitly computed by zero-lag cross-correlating the sponds to the response of the velocity anomaly, is changed. On the
source generated forward-propagated wave eld and the backward-other hand, since all the samples in a single trace are normalized
projected wave eld emitted from receiver positions with seismic by the same factor, the relative amplitude variation within each

residuals as excitation sources (Tarantb®84). Currently, FWI trace is preserved, that is the phase information is retained. Con-
has been successfully applied on synthetic seismic data (e.g. Morasidering all these effects caused by trace-by-trace normalization,
1987 Shipp & Singh2002 Borisov & Singh2015 and eld seis- trace-normalized-based FWI may have different performance when
mic data (e.g. Shipp & SingB002 Warneret al. 2013 Arnoux compared to true-amplitude FWI, which may lead the inversion

et al. 2017, Gorszczyket al. 2017, Huot & Singh2018. converge to a different nal result.

True-amplitude FWI with LS mis t function employs the dif- In this paper, we focus on the comparison of true-amplitude and
ference between the amplitude-preserved observed and synthetidrace-normalized-residual-based FWI in the time domain. The dif-
seismic data to construct the gradient (e.g. Tararit®&4 Virieux ference in performance between these two inversion methods has

& Operto 2009, which completely considers the amplitude vari- not been investigated in detail using synthetic or eld seismic data.
ation with offset (AVO) and the phase information. However, one The purpose of this work is to better understand the in uence of
requires an accurate source wavelet and accurate modelling of thetrace-by-trace normalization on the inverted result. All the numeri-
physics in elastic media. In order to minimize the physics of the cal examples in this paper are implemented using time domain elas-
Earth that in uence the wave propagation not completely described tic FWI work ow. The only difference between the work ows of
by the wave equation (e.g. Sh@01Q Warneret al. 2012, such these two inversion schemes is the calculation of the adjoint source.
as environmental noise and attenuation effects of the Earth, or toWe compare the performance of these two inversion schemes on
mitigate the receiver site effects (Tab al. 2017 or source inac- four laterally invariant models rst in order to gain insight about
curacy (Louboutinet al. 2017, seismic data after trace-by-trace the physics and we then apply them to a complex 2-D Marmousi
normalization have been used in FWI both in the time domain model. The effects of unknown density, noise and attenuation are
(e.g. Morgaret al. 2013, 2016Narneret al. 2013 and in the fre- also considered.
guency domain (e.g. Dessaal. 2004 Opertoet al. 2004 Ravaut
et al. 2004 Bleibinhauset al. 2007, Malinowski & Operto2008.
Seismic inversion schemes using trace-by-trace normalized seismic
data can be separated into two types: trace-normalized-mis t-based2 MISFIT FUNCTION AND ADJOINT
FWI and trace-normalized-residual-based FWI. Trace-normalized- > © YRCE
mis t-based FWI method builds the mis t function using the LS .
norm of the difference between trace-by-trace normalized observedz'1 True-amplitude FWI
and synthetic data (e.g. Sh@01Q Morganet al. 2016. In time True-amplitude FWI minimizes the LS difference between the mod-
domain, this is a zero-lag cross-correlation based mis t function, elled and observed seismic data (Taranf®i84):
though they have different expressions for mist functions (e.qg.
Shen201Q Liu et al.2016 Louboutinet al.2017, Taoet al.2017).
This type of mis t functions is not sensitive to absolute amplitudes
of seismic data and emphasizes mainly the phase information. How-
ever, normalizing the traces increases the non-linearity in the inver- wherem is the model parameters vectarandd are the synthetic
sion (Liuet al.2016, which means a better initial model is required  and observed seismic data, respectivillyjs the number of shot
and the standard cycle-skipping criterion is not suf cient for a good gathers andNr the number of traces per source,, represents the
convergence of inversion. Trace-normalized-mis t-based FWI has L, norm of a vector.
been widely studied (e.g. Sh@01Q Liu et al. 2016 Tao et al. This optimization problem is usually solved by using gradient-
2017 and successfully applied on eld seismic data (e.g. Morgan based methods. The gradient of et) i obtained by taking the
et al. 2013, 2016Warneret al. 2013. Unlike trace-normalized- derivative ofJ; with respect to théth model parameter
mis t-based FWI, trace-normalized-residual-based FWI takes the

. . . . .. Ns Ns T
trace-by-trace normalized seismic residual as an adjoint source to J; _ Ui, j
construct the gradient directly and the corresponding objective func- m, ~
tion is built based on the adjoint source (Loubowtral. 2017).

The amplitude variations of rst arrivals are very sensitive t0 \where-Yi is the Féchet derivative and represents vector trans-
the velocity gradient. For example, the high velocity gradient at pose. Ema 2) can be effectively computed by zero-lag cross-
the boundary of seismic layers 2A/2B in the oceanic crust can correlating the source generated forward-propagated wave eld and
create a triplication on the shot gathers (Nediroeet al. 2008, the adjoint source generated wave eld by back projecting the seis-

which have very large amplitudes. In the presence of a low-velocity mic residual (Tarantold984. The adjoint source for the back-
zone, which may be caused by the presence of gas or uid, there is apropagation is the seismic residual de ned as

shadow zone on the shot gathers where the amplitudes are very weak .

(Huot & Singh2018. At some oceanic spreading ridges (Vetal. rij = U;Sdj. (3)
1990, the existence of both seismic layers 2A/2B (high-velocity-
gradient zone) and a magma chamber (low-velocity zone) produces
complicated seismograms. However, trace-by-trace normalization
balances the horizontal energy distribution of seismic data, which
means the AVO effect is neglected. Meanwhile, because the corre-The adjoint source of trace-normalized-residual-based FWI is the
sponding traces in the observed and synthetic data are normalizedifference between seismic data normalized trace by trace with
by different factors—each trace is normalized by its norm—the the root-square values of the traces and can be written as follows

Ns Nr
Ji(m) = u,j(Mm) S di | 2 @)

i=1 j=1

(ui; S dij), 2

i=1 i=1

2.2 Trace-normalized-residual-based FWI
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Velocity (m/s) 3.1 Numerical examples on laterally invariant models

10500 2000 2500 3000 3500 In order to get a good insight on the data sensitivity for the two inver-
' ——True model sion methods, we rst performed tests on laterally invariant (1-D)
— Initial model models. The synthetic data is modelled by solving the elastic-wave
——True-amplitude FWI - - - . .
e s W equation using a nite-difference method (Levand®88 with an
€ 500 t optimal absorbing boundary condition (Peng & Tokd4995 to
= attenuate the arti cial re ections from all boundaries. Four later-
=4 ally invariant models, that is linear velocity gradient model, high-
8 1000 | velocity-gradient zone, low-velocity zone and the combinations of
them, are considered, which describe the basic velocity structures
observed in the Earth. The inversion scheme with only one shot
gather (Picaet al. 1990 is applied to reduce the computational
1500 . . cost.
Figure 1. Plots of true, initial and inverted velocity models of the inversion g
with a linear velocity gradient model using a good initial model. 3.1.1 1-D linear velocity gradient model %
QD
) The rst model is a linear velocity gradient model with a 100- §
(Louboutinet al. 2017 m-thick water layer on the top. The triewave velocity model =
oy o« dy increases linearly from 1500 to 3600 m with depth from 100 to 3
Rij = U S d. (4) 1500 m (Fig.1, red line). The velocity gradient is higher than those§
M2 b2 observed in sedimentary basins, but is consistent with velocitieg

Because changing the mis t function only in uences the adjoint observed for normal oceanic crust. We rst invert the seismic data
source, rather than the algorithm for calculating gradient (Brossier using a linear velocity gradient model that is very close to the tru%

et al.2010, the gradient of the mis t function corresponding to eq. model, where the velocity varies from 1500 to 3400 tnkeneath 3.
(4) with respect to théth model parameter is the water layer (Figl, black line). o
Ns N . Both inversion methods recover the true model correctly (Eig. é

=) _ Ui R though true-amplitude FWI provides a slightly better accuracyg
m, =1 |=1 m, b deeper in thg model. The comparisons of the true and |n|t|a_1l Syng,
Ne Ny . thgtlc seismic data befpre and after trace-by-trace normallzatlog

_ Ui Ui j s di j _ ®) (Flg_s 2&_1 and b, respectively) demonstrate that Frac_e-by-trace_ nog

=1 j=1 m U, d; ) malization removes the AVO effects, and the seismic data at |nte|;§
mediate and far offsets are ampli ed. As there is no cycle-skippind?

Because uui{jj 2 = Uuii,jj -, the mist function J, of trace- blet\t;velen_the two data sets, the inversions have converged to tge

o adrac) ha. ; global minimum. N
normalized-residual-based FWI can be written as In the second test, a podt-wave velocity model is used as 5
Ne N < uTdi ] Ne NE an initial model to invert the same true model shown in Fig.

Jo(m) = Uij ,S d:,j 5 Ui, Ri,j.- (6) The velocity of this poor model below the water layer Iinearly&

=1 j=1 =1 j=1 increases from 1500 to 2900 m<Fig. 3, black line). Starting
Note that eq.§) is not a pure trace-normalized mis t function from a poor initial model, true-amplitude FWI reconstructs the tru
but a combination of synthetic trace and trace-normalized residual model correctly (Fig3, green line), which is comparable with the

in order to have the trace-normalized residual as the adjoint source.result obtained using the good initial model (Flg.green line).
However, trace-normalized-residual-based FWI yields a result thet
is slightly better than the initial model but still far from the true §
model (Fig.3, blue line). The variations of mis t functions (Fig) ]
show that both mis t functions decrease rapidly at the beginningps
In this section, we compare the behavior of true-amplitude and However, the mis t of trace-normalized-residual-based FWI stops=
trace-normalized-residual-based FWI by applying them to synthetic decreasing after six iterations, whereas that of true-amplitude FWE
seismic data. In all examples, onBrwave velocity is inverted. decreases to nearly zero. FRygnd4 suggest that trace-normalized- §

q 916%9g/

3 NUMERICAL EXAMPLES

The Swave velocity is computed from the trd@wave velocity residual-based FWI converges to a local minimum when the starting
using the relationships described in Shipp & Sin@0d2 and model is not close to the true model, and that more iterations do not
is kept constant in inversion. The density is computed using the improve the inverted result.

density—velocity relationship (Shipp & Sin@®02 and is updated As the initial model deviates from the true model signi cantly,

in each iteration, except the true density used in the example of the traveltime shifts of seismic data with offsets greater than about
unknown density (Section 3.1.5). Pressure datarecorded by streameR.5 km are larger than half of the period of the dominant wave-
is used for inversion and the length of the streamer is designed length in the source wavelet (Fi§a), which means there is cycle-

to ensure that waves from the deepest parts of the model can beskipping. Due to geometric spreading effect, traces at near off-
recorded. The excitation source is a Ricker wavelet with a dominant sets of the amplitude-preserved data have relatively stronger am-
frequency of 4 Hz (the maximum frequency is approximately 10 Hz) plitude than those at far offsets. True-amplitude FWI preserves
and is used in all examples in this paper. We perform the same amplitudes, so that the high amplitudes of the seismic residual ap-
and suf cient iteration for true-amplitude and trace-normalized- pear at near offsets (Figb). The signals at near offsets come
residual-based FWI in each test. from the shallow depth of the model, which means true-amplitude
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Figure 2. Comparisons of true (in red) and initial synthetic seismic data (in black) for the test with the linear velocity gradient model using a good ielitial mod
(a) True-amplitude and (b) trace-normalized seismograms. There is no cycle-skipping between the true and synthetic seismic data. Note titadage amp
at far offsets for the trace-normalized data (b).

Figure 3. Plots of true, initial and inverted velocity models for the inversion  Figure 4. Normalized mis ts versus iteration numbers for the inversion
with the linear velocity gradient model using a bad initial model. with the linear velocity gradient model using a bad initial model.
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Figure 5. (a) Amplitude-preserved true (in red) and initial synthetic data (in black) and (c) trace-normalized true (in red) and initial (in black) sesmog&m

Note the serious cycle-skipping between the true and synthetic data, and the large amplitudes at far offsets for the trace-normalized datéd)cAdjo)@n
sources of the rst iteration. (b) True-amplitude FWI and (d) trace-normalized-residual-based FWI.

3.1.2 1-D model with a high-velocity-gradient zone

In this section, aP-wave velocity model with a high-velocity-
gradient zone (Fig6, red line) is used as a true model to com-
pare the difference between true-amplitude and trace-normalize§
residual-based FWI. The high-velocity-gradient zone can producea
triplication with large amplitudes on the seismic section. The stron@
velocity gradient occurs between 900 and 1100 m depth with vezg
locity increasing from 2400 to 3500 m's Such a high velocity 5
gradient could be present at sediment salt or carbonate interface®@r
at Layer 2A/2B boundary in the oceanic crust. The iniBavave €
velocity model is a linear velocity gradient model with a water layer3
above it (Fig.6, black line).
Although no high-velocity-gradient zone is present in the initial 3
model, both true-amplitude and trace-normalized-residual-based
Figure 6. Plots of true, initial and inverte®-wave velocity models for FW! yield inverted results which are much closer to the true modef;
inversion using the model with a high-velocity-gradient zone. and include a high-velocity-gradient zone (F3). The velocities of Q
layers above the high-velocity-gradient zone are correctly recovered
using seismic data with and without trace-by-trace normalization.
FWI updates the velocity model from shallow to deep gradually. However, for the high-velocity-gradient zone and layers below it, the
Once the velocity of the shallow layers is recovered correctly, the true-amplitude FWI correctly recovers their velocities and depths,
traveltime shifts between the observed and synthetic events at farwhile trace-normalized-residual-based FWI cannot completely re-

offsets become smaller, which decreases the cycle-skipping at fartrieve their velocities and provides wrong depth and thickness of
offsets and bene ts the velocity recovery at greater depths. On the high-velocity-gradient zone.

the other hand, trace-by-trace normalization suppresses the AVO  The amplitude of traces at far offsets is much weaker than that
effects and increases the amplitude of the seismic data at interme-at near offsets on the amplitude-preserved seismic section and the
diate and far offsets (Figc), which correspondingly increases the triplication created by the high-velocity-gradient zone shows strong
magnitude of seismic residuals at far offsets (Fd), increases  amplitude (Fig7a, in red). There is no triplication on the initial syn-
the non-linearity and hence the inversion converges to a local thetic seismic data (Figa, in black). The strong amplitude of the
minimum. triplication indicates that reconstructing this triplication correctly is
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Figure 7. (a) Amplitude-preserved true data (in red) and initial synthetic
data (in black) for inversion using the model with a high-velocity-gradient
zone. There is a triplication on the true data. (b) Trace-normalized true
data (in red) and initial synthetic data (in black). (c) Trace-normalized
true data (in red) and nal synthetic data resulting from trace-normalized-
residual-based FWI (in black). Note the large amplitudes at far offsets for
the trace-normalized data (b) and (c). (d) Comparison of nal residual for
true-amplitude (in red) and trace-normalized-residual-based (in black) FWI
computed using data without trace-by-trace normalization plotted on the

Figure 8. Plots of true, initial and inverte®-wave velocity models for
inversion using the model with a low-velocity zone.

critical for the recovery of the layers below. All traces after trace-
by-trace normalization have similar amplitude magnitude (.
Figs7(a) and (b) demonstrate no cycle-skipping exists between the
true and initial synthetic data. The phases of the true and nal syn-
thetic seismic data match well at all offsets and the triplication is re-
covered (Fig7c) after performing trace-normalized-residual-based
FWI, which excludes the inversion converging to a local minimum.
Comparing the nal seismic residuals computed using seismic data
without trace-by-trace normalization (Figd), we can nd that

the amplitude (shown on Figl) of the residual resulting from
true-amplitude FWI is nearly ten times smaller than that of trace-
normalized-residual-based FWI. The large amplitude of residual
around triplication (Fig7d, in black) illustrates that the triplication

is not completely reconstructed by using trace-normalized-residual-
based FWI. The incomplete match of the triplication means that
the high-velocity-gradient zone is not precisely recovered, and this
leads to negative in uence on the recovery of the layers below high-
velocity-gradient zone, which explains the lower accuracy of the
inverted result from trace-normalized-residual-based FWI (&;ig.
blue line).

3.1.3 1-D model with a low-velocity zone

In this section, &-wave velocity model with a low-velocity zone
(Fig. 8, red line) is used for comparing the two inversion schemes.
A low velocity zone could be created by the presence of gas, uid
and melt, which can create a shadow zone on seismic data with
very weak amplitudes associated to these. The low velocity zone
on the true model is nearly 800 m thick, starting from the depth
of 550 m. The initialP-wave velocity model (Fig8, black line)
contains a low-velocity zone with almost the same thickness and
depth as the true model to avoid cycle-skipping, but the velocities
of the low-velocity zones are different.

The inverted results of true-amplitude and trace-normalized-
residual-based FWI are shown in R8y Comparing with trace-
normalized-residual-based FWI, true-amplitude FWI provides a re-
sult with higher accuracy, which is very close to the tRivave
velocity model at all depths (Fig, green line). The inverte®-
wave velocity from trace-normalized-residual-based FWI is better
than the initial model above the low velocity zone (Rgblue line).
However, the upper part of the low velocity zone is poorly recov-

same scale. The amplitude ranges of the residuals are shown on the gureered and the velocity below the low-velocity zone is worse than the

and the residual of true-amplitude FWI is nearly 10 times smaller than that
of trace-normalized-residual-based FWI.

initial model.
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Figure 9. (a)—(c) Comparisons of true data (in red) and synthetic data (in
black) for the model with a low-velocity zone. (a) True-amplitude seismo-

grams before FWI. (b) Trace-normalized seismograms before FWI. Note
the large amplitudes at far offsets for the trace-normalized data (b). (c)

True-amplitude versus trace-normalized FWI 1427

Figure 10. Plots of true, initial and inverte®-wave velocity models for
inversion using thé?-wave velocity model with a high-velocity-gradient
zone and a low-velocity zone.

1} papeojuUMoQ

The comparisons of true and initial synthetic data before and afteg
trace-by-trace normalization (Fig@a and b, respectively) demon- =
strate that there is no cycle-skipping between the two data sefs.
There is a shadow zone on both the true and initial synthetic dat?
and the amplitude of the shadow zone is very weak on the true2
amplitude seismic section (Figa). However, the weak amplitude S
is enhanced on the trace-normalized seismic section, indicating thg't
the AVO effects are modi ed after trace-by-trace normalization. Thes
traveltime shifts between the true and synthetic data are shortenéd
and the phases of the rst arrivals match well almost everywherg
(Fig. 9c) after trace-normalized-residual-based FWI. Considerings
the weak amplitude of the shadow zone, the velocity of the low<:
velocity zone is mainly constrained by the refractions coming from®
layers below the low-velocity zone. However, this constrain doe%
not hold anymore because the refractions from layers below thg
low velocity zone are well matched in amplitude and phase afte%
trace-by-trace normalization (Fi§c, pointed out by blue arrows). 5
But the large amplitude of the nal true amplitude seismic residual®
resulting from trace-normalized-residual-based FWI demonstrate$
that the true and nal synthetic data are actually not comple’[ely(',:1
matched in amplitudes (Fi@d, in black and is pointed by blue ar- %
rows) if no trace-by-trace normalization is applied. This means thaR
the low accuracy of the result from trace-normalized-residual-based
FWI is mainly caused by the loss of true amplitude differences.

3.1.4 1-D model with a high-velocity-gradient zone and a
low-velocity zone

Z KeN 0z uo 1s8nb A

In the nal test on a laterally invariant model, we compare the per<
formance of the two inversion schemes using-wave velocity 9
model containing a high-velocity-gradient zone and a low-velocity®
zone (Fig.10, red line). The high-velocity-gradient zone starts
from 750 to 975 m depth, with velocity increasing from 2500 to
4550 m st. The low-velocity zone is 850-m-thick starting from the
depth of 1750 m. Such a model re ects the oceanic crustal structure
at fast and intermediate spreading centers and could also represent
a salt body above uids in sediments. There is no high-velocity-

Trace-normalized seismograms after trace-normalized-residual-based Fwi.gradient zone in the initigP-wave velocity model (Figl0, black

(d) Comparison of nal residuals of true-amplitude (in red) and trace-
normalized-residual-based FWI (in black) computed using data without

line), but a low-velocity zone is added to avoid cycle-skipping.
Both methods yield nal results that are very close to the true

normalization plotted on the same scale. The amplitude ranges of the resid-model (Fig.10), which are much better than the initial model at

uals are shown on the gure and the residual of true-amplitude FWI is ve
times smaller than that of trace-normalized-residual-based FWI.

all depths. Nevertheless, the inverted velocity model resulting from
trace-normalized-residual-based FWI (Fid), blue line) is more
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Figure 11. (a) Comparison of Trace-normalized true (in red) and nal synthetic (in black) seismic data after trace-normalized-residual-based FWI. (b) Fin
adjoint source of trace-normalized-residual-based FWI.

oscillatory than that obtained from true-amplitude FWI (Fi@, zone. However, the incomplete recovery of the low-velocity zone
green line) above the high-velocity-gradient zone. In the low ve- will lead to an incorrect update of the velocity. The weak amplitude
locity zone, true-amplitude FWI almost completely recovers its ve- at the near offset on the adjoint source (Fidgb, pointed out by
locity and depth, while trace-normalized-residual-based FWI only blue arrows) demonstrates that the oscillation of the velocity above
correctly retrieves the velocity of the lower part and gives an in- high-velocity-gradient zone cannot be removed, and this will have
correct depth for the bottom of the layer. Due to the incomplete a negative in uence on the velocity recovery of layers below the
recovery of the low-velocity zone using seismic data after trace-by- high-velocity-gradient zone. This example demonstrates that trace-
trace normalization, the velocities below the low-velocity zone are by-trace normalization suppresses the true-amplitude difference,
less accurate than those resulting from true-amplitude FWI. which changes the updating order of the model and prevents full
Although the velocity is not completely recovered by using trace- recovery of the velocity.
normalized-residual-based FWI (Fig0, blue line), the true and
nal synthetic data after trace-by-trace normalization match well
everywhere (Figl1a) including triplication (Figl1a, pointed out by
blue arrows) and shadow zone (Fida, pointed out by blue circle).  Until now it was assumed the true and inverted densities follow
This means that the low accuracy of trace-normalized-residual- the same velocity—density relationship. However, in practice, the
based FWI is caused by amplitude change. The large amplitudetrue density is unknown and does not perfectly satisfy a velocity—
of the last adjoint source (Fid.1b, pointed out by red circle) of  density relationship, such as the Gardner’s law (Gardhal 1974
trace-normalized-residual-based FWI appears at far offsets, whichor its variant (Shipp & Sing2002. In order to compare the perfor-
will mainly update the velocity of layers below the low-velocity =~ mance of the two inversion schemes, we perform inversions on the
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3.1.5 1-D model with unknown true density



Figure 12. (a) Plots of true, initial and inverteB-wave velocity models
for inversion using the model with a high-velocity-gradient zone. Density
is updated using density—velocity relationship during inversion. (b) Com-

parison of the true density and densities estimated from density—velocity

relationship (Shipp & Singl2002 using the initial and nal inverted-
wave velocities. In this example, the true density does not follow the same
density—velocity relationship used in inversion.

1-D high-velocity-gradient model where the true and iniakave
velocity models (Fig.l2a) are the same as that shown in Fig.
but the true density does not follow Gardner’s law or its variant
(Fig. 12a, red line). During the inversion, the density is updated
in each iteration using the density—velocity relationship from the
invertedP-wave velocity (Shipp & Singt2002. The comparisons

of different density models (Fid.2b) shows that both the densities
calculated from initial and inverteB-wave velocities are signi -
cantly different from the true density, because they do not satisfy
the same velocity—density relationship.

True-amplitude versus trace-normalized FWI 1429

The nal invertedP-wave velocity models of true-amplitude and
trace-normalized-residual-based FWI are shown in Ep). Both
inversion methods yield nal models that are much better than the
initial model at almost all depth. Just below the sea oor, the velocity
obtained from true-amplitude FWI is higher than the true model,
which is caused by the incorrect density (Higb, green line) around
sea oor (or incorrect re ectivity around sea oor). However, the
true-amplitude FWI provides better accuracy in recovering the high-
velocity-gradient zone (from 900 to 1100 km in the true velocity
model). The low accuracy of the trace-normalized-residual-based
FWI is caused by the loss of the true-amplitude difference due to
trace-by-trace normalization. This example demonstrates that true-
amplitude FWI outperforms trace-normalized-residual-based FWI
even when the true and inverted densities do not satisfy the same
density—velocity relationship.

3.2 Numerical example on Marmousi model

wy papeojumog

For the tests on laterally invariant velocity models, true-amplitudes
FWI provides inverted results with higher accuracy than trace=.
normalized-residual-based FWI. To better compare the differencg
between the two inversion schemes, we apply them on the Mafe
mousi model (Figl3a), which has a complex velocity structure. 32 §
sources uniformly deployed at 325 m interval are used for invers
sion. The pressure wave eld is recorded by a 7-km-long streamei-
and the rst and last source-streamer con gurations are shown i
Fig.13(a). This geometry provides good data coverage for the modé]
within horizontal distances between 5 and 14 km. The initial velocS
ity model is created by smoothing the true model with a Gaussia@
lter (Fig. 13b). The water layer is not updated during inversion. &
As before, theSwave velocity is kept constant and the density is&
updated using density—velocity relationship (Shipp & Si2§02
during inversion.

The accuracy of the inverted results is evaluated using the me
absolute percentage error (MAPE, létial. 2016 de ned as

Bensqge-

_ 100 " mi, S mi,
N mItI'LIB

: Q)

i=1
wheremy,,e andm,,, are the true and inverted models, respectively.
N is the overall grid numbers in the discretized moahghe. || is
the absolute value operator. Only velocity pro les within horizontal
distances of 5-14 km are used to compute MAPE considering t
data coverage. The MAPE of the initial model (FI$b) is 6.93 per
cent.

Both inversion methods yield velocity structures that are closes
to the true Marmousi model after 200 iterations (Fip& and =
b), where the layers and faults are much clearer when compa%—
ing with the initial model. The MAPEs of the inverted results of §
true-amplitude (Figl4a) and trace-normalized-residual-based FWI<
(Fig. 14b) are 4.86 and 5.20 per cent, respectively, which are de-
creased when compared with the initial MAPE of 6.93 per cent,
even the decrease seems marginal. However, the smaller MAPE of
Fig. 14(a) suggests that true-amplitude FWI provides higher accu-
racy than trace-normalized-residual-based FWI. The comparisons
of 1-D velocity pro les located at horizontal distance of 10.5 and
12 km (Figsl4c and d) show that most of the structures above
2.5 km depth are recovered after inversion using data without or
with trace-by-trace normalization. The inverted velocities below
2.5 km have lower accuracy, which could be due to the acquisition
aperture and geometric spreading of wave propagation. Compared
to trace-normalized-residual-based FWI, true-amplitude FWI gives
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Figure 13. (a) P-wave velocity of Marmousi model and (b) initial model for carrying out inversion. The yellow and red star-line pairs in (a) represent th
shot-streamer locations of the rst and last shots, respectively. Only velocity of traces between horizontal distance of 5-14 km are welldcbydtraine
streamer data.

better recovery of the velocities where strong velocity contrast ex- The noise before rstarrivals are muted to avoid undesired artefacts.
ists, for example between 2 and 2.5 km depth in Fd&) and The initial velocity model for the inversion is the same as that for
(d). the noise-free data (Fig.3b).

The nal seismic residual of true-amplitude FWI computed using The nal results of the two inversion schemes after 200 iterations
amplitude-preserved seismic data is slighter smaller than that result-are shown in Figl6. The main structures of the Marmousi model be-
ing from trace-normalized-residual-based FWI (amplitude values tween horizontal distances of 5-14 km are recovered where the data
are shown on Figl5a), which proves the higher accuracy of the coverage is good. The MAPES related to Fig&) and (b) are 5.00
inverted result from true-amplitude FWI. The seismic residual of and 5.39 per cent, respectively, which are smaller than that of the
true-amplitude FWI shows strong amplitudes at near and intermedi- initial model. But the MAPESs of results from noisy data are larger
ate offsets, which suggest that the inversion algorithm would re ne than those from noisy-free data, which demonstrates that noise in
the shallow and intermediate depths of the model as the inversionthe seismic data decreases the accuracy in both inversion methods.
proceeds. However, the strong amplitude of the last adjoint source Similar to the case using noisy free data, true-amplitude FWI pro-
of trace-normalized-residual-based FWI (Figb, pointed by blue vides higher accuracy than trace-normalized-residual-based FWI.
circle) occurs at intermediate and far offsets, and traces at nearThe comparisons of 1-D velocity pro les at locations 10.5 and
offsets € 2 km) have weak amplitudes, which means that trace- 12 km (Figsl6c and d) show that both inversion schemes provide
normalized-residual-based FWI will update the deep part of the an accurate velocity estimation above 1.5 km depth. The better re-
model. Considering the incomplete recovery of the shallow depth covery of velocity between 1.5 and 2.5 km validates the higher
of the model, trace-normalized-residual-based FWI cannot updateaccuracy of true-amplitude FWI. These results demonstrate that
the velocity of deeper layers correctly. This example demonstrates trace-by-trace normalization cannot remove the negative effects of
that trace-normalized-residual-based FWI has lower accuracy be-noise on the inverted result.
cause trace-by-trace normalization has removed the true-amplitude However, the Earth is not perfectly elastic, and the anelastic
difference. properties of the subsurface will attenuate the seismic wave during
propagation due to energy loss and phase distortion. The attenua-
tion effects have signi cant impact on the result when the elastic
waveform inversion method ignoring attenuation is used to invert
the strong attenuated seismic data. To better compare the two inver-
Real seismic data are usually contaminated by environmental noisession schemes, we invert the attenuated synthetic seismic data using
and these noises cannot be modelled using the elastic wave equatiorthe elastic FWI work ow, in which no attenuation is involved in the
To better compare the performance of the two inversion schemes, weinversion. The attenuated synthetic seismic data are modelled on
apply inversions on noisy seismic data. The noisy seismic data with the Marmousi model (Figl3a) and the attenuation property is de-

a signal-to-noise ratio of 20 dB are produced by adding Gaussian scribed by introducing model (Fig.17) into the wave propagation.
noise to the previous synthetic seismic data for the Marmousi model. There is no attenuation in water. The attenuated seismic data are
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3.3 Numerical examples on noisy and attenuated seismic
data
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Figure 14. Inverted results of elastic waveform inversion on attenuation-free and noisy-free data modelled with Marmousi model shovir?(a) F(g)
Inverted result of true-amplitude FWI. (b) Inverted result of trace-normalized-residual-based FWI. (c) and (d) Comparisons of velocity jariesnal
distance of 10.5 and 12 km, respectively.

computed by solving the time-domain viscoelastic wave equation  The nalinverted results of true-amplitude and trace-normalized-
with nite difference method (Robertssaet al. 1994. We invert residual-based FWI are shown in Figj8(a) and (b), respectively.
the attenuated seismic data using elastic FWI work ow, in which no In both cases, the main structures at the center part of Marmousi
attenuation is involved. The smoothed model shown in E3¢) is model are recovered and the faults are more clear than the initial
used as the starting model for inversion. model. The MAPEs of Fig$8(a) and (b) are 5.03 and 5.32 per cent,



1432  Z. Wang, Satish C. Singh and M. Noble

S/TZYT/2/0ZZnoensqe-ajonie/B/woo dno-oiwapese//:sdny wolj papeojumod

Figure 15. (a) Comparison of nal seismic residuals computed using seismic data without trace-by-trace normalization. The amplitude range of the seisnfit
residuals are shown on the gure. The high amplitude appears at near and intermediate offsets and the residual of true-amplitude FWI has Kightly smz&g
amplitude. (b) Final adjoint source of trace-normalized-residual-based FWI. Note the high amplitude at the far offsets.

respectively, which means the inverted result from true-amplitude mic data using time domain elastic FWI work ow. The only dif-
FWI is better and both inverted results are worse than that result- ference between the two inversion schemes is the computation of
ing from attenuation-free and noise-free seismic data (E#). the adjoint source. The adjoint source of true-amplitude FWI is
Figs 18(c) and (d) compare two 1-D velocity pro les at horizontal — obtained using the amplitude-preserved seismic data, while that of
distances of 10.5 and 12 km. The nal velocity pro les resulting trace-normalized-residual-based FWI is calculated using seismic
from the two inversion methods are better than the initial model. data after trace-by-trace normalization.
True-amplitude FWI gives better recovery for depth between1.5and The numerical examples show that trace-normalized-residual-
2.5 km, where the velocity contrast is strong. This demonstrates based FWI has more risk of getting trapped in a local minimum,
trace-normalized-residual-based FWI does not have better capabil-which means it requires a more accurate initial model to ensure the
ity than true-amplitude FWI for dealing with attenuation of the convergence of inversion. The higher non-linearity is caused by the
seismic dataThe worse accuracy of the results inverted from the enhancement of seismic data at far offsets, which is usually related
attenuated seismic data demonstrates the importance of the precise the deeper parts of the model, tending to be cycle-skipped.
descriptions of wave propagation used in FWI. The comparisons of the inverted results and seismic residuals
demonstrate that trace-by-trace normalization decreases the accu-
racy of FWI, even though the initial model is good enough to ensure
4 CONCLUSION the inversion converges to the global minimum. This is caused by

We have compared the performance of true-amplitude FWI and the true amplitude loss of the seismic residual after trace-by-trace
trace-normalized-residual-based FWI by inverting synthetic seis- Normalization.
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Figure 16. Inverted results of elastic waveform inversion on noisy seismic data with signal to noise ratio of 20 dB. (a) Inverted result of true-amplitude §WI.
(b) Inverted result of trace-normalized-residual-based FWI. (c) and (d) Comparisons of velocity pro les at horizontal distance of 10.5 ansp@dtivelse ‘;
N
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Figure 17. Q model used for seismic modelling on Marmousi model. There is no attenuation in the water layer.
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Figure 18. Inverted results of elastic waveform inversion on attenuated seismic data. (a) Inverted result of true-amplitude FWI. (b) Inverted result
trace-normalized-residual-based FWI. (c) and (d) Comparisons of velocity pro les at horizontal distance of 10.5 and 12 km, respectively.
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